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Chapter 1

Introduction

1.1 Superconductors

Low surface resistance, high power density, low losses at microwave frequen-
cies, and high quality factors are only a partial list of extraordinary electri-
cal properties that superconductors possess, and which make them superior
candidates over normal metals, in a wide range of high performance RF ap-
plications.

The discovery of high temperature superconductors (HTS) materials in
1986 had not only enhanced this technological trend and made many appli-
cations feasible in less cost and maintenance effort, but it also had succeeded
to draw a renewed research attention to the superconducting phenomena in
general and to nonlinear effects in superconductors in particular.

Nonlinear effects in superconductors can play a negative or positive role
depending on the purpose of the application. Whereas passive RF devices
suffer from degradation of performance as a result of nonlinear effects, some
active parametric devices on the contrary benefit from them.

Furthermore, a medium is considered nonlinear in case its physical prop-
erties become amplitude dependent. As such superconductors are considered
nonlinear, as their electrical properties (i.e. the resistance and inductance)
are rf current dependent due to Meissner effect which is a fundamental prop-
erty of superconductors.

Nonlinear behavior in superconductors can be dominated by intrinsic
or extrinsic effects depending on the method of deposition, superconductor
structure and the operating conditions.



1.2 Applications 2

Moreover, in contrast to extrinsic effects which can be minimized by im-
proving the material quality, intrinsic effects which are geometry and deposi-
tion dependent can be minimized only to a certain level. Hence, setting many
times a least limit to nonlinearity expected from superconductor devices [1].

1.2 Applications

1.2.1 General Review

Superconductors along the years have found their way to a wide range of
fields and into various highly accurate, sensitive devices such as strong low
power magnets, magnet monopole detectors, flux memory elements [2], ki-
netic inductance memory cells [3], ultra fast single photon detectors in the
infra red [4], high Q resonators for material characterization and filtering
[5],[6], low loss and high isolation Nb circulators [7], NbN delay lines [8],[9],
and also serve as a coating for accelerating rf cavities [10].

The dramatic discovery of HTS in 1986 intensified this trend and pro-
moted many new practical applications. HTS have been used to implement
digital devices as reported in Refs. [11],[12], and are expected to replace
passive normal metal microwave devices for wireless communication systems
in the future' [13].

Examples of such RF devices include: high performance bandpass filters
with low insertion loss [14],[15],[16], HTS microstrip patch antennas [17],[18],
HTS coplanar waveguides with lower transmission losses than metal layers
[19], low loss and high performance YBCO ferrite phase shifters for radar
applications.

1.2.2 Applications Based on Nonlinear Effects

Among the devices that are based on nonlinear effects of superconductors - in
addition to those which were mentioned previously such as photon detectors-
there are the Josephson junction device, the parametric-gain superconductor
resonator and the parametric phase-sensitive amplifier.

Whereas the Josephson junction is one of the leading candidates for the
implementation of the so called quantum bit (qubit) in quantum computa-

'Such as cellular and satellite communication systems.
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tion(QC) [20],[21], the parametric-gain superconductor resonator is one of the
strong candidates for the purpose of coupling and reading out these qubits.

Parametric phase-sensitive amplifiers on the other hand can potentially
exceed the so-called standard quantum limit imposed on the noise level of
phase-insensitive amplifiers [22, 23]. Such devices may allow the generation
of quantum squeezed states of the electromagnetic field, in which the noise
in one amplitude component is reduced below that of vacuum fluctuations

[24].

1.3 Nonlinear Effects Reported in the Liter-
ature

Most of the superconducting devices and applications mentioned in (1.2.1)
suffer from performance degradation as a result of nonlinear effects such as
power dependency that limits the maximum power level injected, harmonic
generation, intermodulation distortion, resonance skew and nonlinear dissi-
pation. Hence, these undesired nonlinear side-effects of superconductors have
been the subject of a large number of intensive studies which aimed mainly
to achieve four objectives:

1. Reveal the origins of nonlinear effects in superconductors.
2. Identify the dominant factors that increase these effects.

3. Propose theoretical models that explain the underlying mechanisms of
nonlinear behavior observed in superconductors.

4. Explore ways to overcome and minimize these effects.

Despite the intensive experimental efforts and the various theoretical
models proposed to date there is still no comprehensive coherent picture
as to the origins of nonlinear behavior in superconductors, this is partially
because:

1. There are multiple non-linear mechanisms which make generalization
very difficult. Among the various nonlinear sources one can name: in-
trinsic nonlinearity, pair-breaking, defect points, damaged edges, sub-
strate material, weak links, designed or naturally occurring Josephson
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junctions, global and local heating effects, rf and dc vortex penetration
and motion.

2. There are a variety of preparation and characterization techniques em-
ployed by different groups which prevent direct comparisons between
different samples and effects.

One of the important models which accounts for some of the nonlinear
effects is the weak link model. A novel study on weak links, point defects
, insulating planes, vortex penetration, fluxoid motion and other nonlin-
ear mechanisms in granular superconductors was conducted by Halbritter
[25],]26]. Rf residual surface resistance was presented therein as well, as a
figure of merit for the homogeneity of superconducting surfaces [25].

In Ref. [27] Golosovsky et al. examined nonlinear microwave properties
of superconducting Nb microstrip resonators and applied a dimensionless pa-
rameter 7 = AR, (P) /AX, (P) in order to identify the dominant nonlinear
mechanism (where P corresponds to the input power and R, X, correspond
to the real and imaginary parts of the surface impedance of the microstrip re-
spectively). The r parameter was also employed as a characteristic signature
for the different nonlinear mechanisms in Ref. [28].

Additional important contributions which can be mentioned in this con-
text include:

1. Generalizing the concept of complex conductivity in order to describe
nonlinear behavior of superconductors [29].

2. Providing an explanation for the rf superconducting properties and
electrical resistivities of reactively sputtered NbN, in terms of NbN
columnar structure and material composition [30],[31],[32].

3. Suggesting a simple model which accounts for microwave losses in thin
superconducting films caused by columnar defects [33].

4. Proposing a coupled grain model which employs the Josephson Junc-
tion effect in order to explain extrinsic effects [34], [35]. Followed by a
generalized coupled grain model proposed in Ref. [36].

5. Interesting attempts to verify the theoretical models which attribute
nonlinear effects to weak links functioning as built-in Josephson junc-
tions, have been carried out in Refs. [37],[38]. In these references, the
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authors embedded a small Josephson junction at the middle of a half
wave YBCO stripline, and exploited the fact that the first mode has a
maximum effect on the Josephson junction while the second mode has
a negligible effect, in order to differentiate the properties of the junc-
tion from those of the film. A similar technique was applied in Ref.
[39] but instead of a Josephson junction, a grain boundary was grown
in the middle of the resonator and the influence of the grain boundary
angle was studied.

6. The nonlinear Meissner effect (NLME) (being an intrinsic effect) was
discussed by Yip et al. in 1992 [40] and also by T. Dahm et al. in
1997 [41] and 1999 [42]. In the former publication Dahm et al. applied
intermodulation theory to HTS microstrip resonators dominated by
NLME, whereas in the latter publication, the authors investigated the
nonlinear current response under NLME. Observation of this nonlinear
effect in YBCO thin films was reported in Ref. [43].

1.3.1 Duffing nonlinearity

Duffing-like nonlinearity which is characterized by skewed resonance curves,
pronounced shift of resonance frequency and hysteresis behavior has been
studied and reported by several research groups. Back in 1970, Halbritter
[44] developed a perturbation theory which solves Maxwell equations in the
nonlinear limit in an attempt to explain Duffing-like nonlinearity observed
in superconductor resonators.

A nonlinear transmission line model for superconducting resonators ex-
hibiting Duffing nonlinear behavior was introduced in Refs. [45],[46].

Moreover, the Duffing-like behavior was observed in different supercon-
ducting resonators employing different geometries and materials, it was ob-
served in a HTS parallel plate resonator [47], in a Nb microstrip resonator
[48], in a Nb and NbN stripline resonators [49], in a YBCO coplanar-
waveguide resonator [50], in a YBCO thin film dielectric cavity [51], and
also in a suspended HTS thin film resonator [52].

To account for the Duffing-like nonlinearities which were observed in Ref.
[47] and Ref. [48]. Numerous heating models were successfully developed
therein. Transient and steady states of the nonlinear response were further
examined in Ref. [51]. In addition, weak link theory was employed to explain
the Duffing-like nonlinearity observed in Ref. [49] and was shown to be
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consistent with the experiments.

Extrinsic effects such as grain boundaries were found to govern the char-
acteristics of relatively high power behavior of YBCO resonators in Ref. [50].
Saturation of intermodulation products were reported also as an additional
sign of strong nonlinearity [50].

Intensive effort was invested as well in extending microwave performance
to higher powers by means of (1) studying the influence of impurity doping
and varying oxygen content on nonlinear effects in YBCO films [53],[54],
(2) investigating the influence of the substrate and its topography on the
nonlinear behavior [55],[56], and also (3) by developing the fabrication process
and tuning relevant parameters [57],[58].

Other nonlinear effects were reported by Portis et al. [17] where they ob-
served frequency hysteresis behavior and notches that develop on both sides
of the frequency response curve of their HT'S microstrip patch antenna above
certain incident power level accompanied by resonance frequency shift and
Q factor decrease. Similar results were reported also by Hedges et al. [59]
in their YBCO stripline resonator, and by Wosik et al. [60] in their thin
YBCO film dielectric cavity. All three studies attributed the observed non-
linear behavior to abrupt changes in the resistive loss of weak links, thermal
quenching and weak link switching to normal state.

1.4 Nonlinear Effects

Nonlinear effects have significant implications on various fields of science and
technology. To some extent, the stronger the nonlinearity is, the greater is
its potential applications.

In the first part of our research, we study superconducting stripline res-
onators with emphasis on nonlinear effects. The nonlinear effects measured
in our resonators are relatively strong. As described in Refs. [61, 62, 63,
64, 65, 66, 67|, our measurements reveal some novel nonlinear effects such
as power and frequency hysteresis, nonlinear coupling, high intermodulation
gain and self-modulations.
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1.5 Intermodulation Amplifier

Intermodulation measurement is considered one of the effective tools for the
detection and characterization of nonlinear effects in superconductors work-
ing in the microwave domain [41, 68].

In a standard intermodulation measurement two equal tones at frequen-
cies f; and fo which fall within the resonance bandwidth, are injected into
the resonator. Due to the nonlinearity of the device, frequency mixing occurs
and new signals are generated at nf; +m fy where n and m are integers (the
order of each harmonic is determined by the sum |n| + |m|). The signals
generated at frequencies 2 f; — fa, 2f2 — f1 (corresponding to the third order)
are called the idler, and usually standard intermodulation analysis focus on
them.

In our intermodulation measurements, however, following the IMD the-
oretical predictions in manuscript [69], we inject unequal tones, one intense
field referred to as pump at f,, and one small amplitude tone referred to as
signal at f, + f, where f corresponds to a small frequency offset, whereas
the output idler tone is generated at f, — f.

In our measurements [63] we demonstrate how our nonlinear NbN super-
conducting resonators can serve, under certain conditions in the vicinity of
a bifurcation point, as intermodulation amplifiers.

1.6 Self-Sustained Modulations

"Self-sustained-modulations" is a fascinating novel nonlinear effect observed
in our nonlinear superconducting resonators. A thorough and comprehen-
sive study of this effect both in the time and frequency domain has been
carried out by our group in Refs. [65, 66, 67]. However, all published results
were measured in NbN superconducting stripline resonators incorporating
microbridges. In this section, in contrast, we show some unpublished results
measured in our NbN superconducting stripline resonators containing natu-
rally grown weak-links residing at the boundaries of the columnar structure

of NbN films [62].
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Figure 1.1: A basic self-modulations measurement setup.

1.6.1 A brief background

The phenomenon of self-sustained modulations can be explained in the fol-
lowing manner: Due to the dependence of the stored energy inside the res-
onator on the resonance frequencies and the damping rates of the resonator,
and the dependence of both these parameters on the impedance of the weak
link, the system may have, in general, up to two locally-stable steady-states,
corresponding to the superconducting (SC) and normal conducting (NC)
phases of the weak link (see manuscript [67]). The stability of each of these
phases depends on both the power and frequency parameters of the injected
pump tone. In general there exist four different stability zones (please refer
to Fig. 4 [70] and Fig. 3 [67]). Two are monostable zones, where either
the SC phase or the NC phase is locally stable. Another is a bistable zone,
where both phases are locally stable. The third is an astable zone, where
none of the phases are locally stable. Consequently, when the resonator is
biased into the latter zone, the weak link is expected to oscillate between the
two phases. As the reflection coefficient of the resonator differs significantly
between these two phases, the oscillations translate into self-modulations
(SM) of the reflected pump tone. The onset of this instability, namely the
bifurcation threshold (BT), is defined as the boundary of the astable zone.

1.6.2 Experimental Setup

The SM experiments are performed while the devices are fully immersed in
liquid Helium. The basic experimental setup, used for the SM experiments,
is schematically depicted in Fig. 1.1. The resonator is stimulated with a
single monochromatic pump tone, and the reflected power off the resonator
is measured with a spectrum analyzer.
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Figure 1.2: Typical experimental result of SM phenomenon in the frequency
domain as a function of pump power. The excitation frequency is 2.567 GHz.
The plot shows also the existence of two bifurcation thresholds.

1.6.3 Typical Measurement Results

A typical SM measurement is shown in Fig. 1.2 (for a certain device). At
"low" input pump powers, approximately below —28.4 dBm, and at "high"
input powers, approximately above —27.9 dBm, the response of the resonator
is linear, namely, the reflected power off the resonator contains a single spec-
tral component located at the frequency of the stimulating pump tone. Be-
tween these regions, there exists a narrow power range, in which SM of the
reflected power off the resonator occur. The SM frequency, defined as the
frequency difference between the pump and the primary sideband, increases
as the pump power increases.

This fact is also manifested in Fig. 1.3 where SM frequency is drawn as a
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Figure 1.3: SM frequency as a function of pump power and pump frequency
corresponding to the fundamental mode of the resonator.

function of the pump power and the pump frequency, outlining visually the
boundaries of the astability zone. Furthermore, as can be seen in the Fig.
1.3 and Ref. [67] the SM can extend for tens of megahertz on both sides of
the resonance frequency.

1.7 Stochastic Resonance

Stochastic resonance (SR) is another nonlinear effect that we have succeeded
to demonstrate in our superconducting stripline resonators. In its simple
form stochastic resonance implies that a certain amount of white noise can
appreciably amplify small periodic modulating signals acting on bistable sys-
tems. As a result, one of the distinguished fingerprints of SR phenomenon is
a peak observed in the signal to noise ratio (SNR) curve as a function of the
input noise intensity, corresponding to some nonzero noise intensity. This
counterintuitive amplification in SNR curve is generally explained in terms
of a coherent interaction between the modulating signal and the stochastic
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noise entering the system [71].

To elucidate this concept further, consider a double well potential which
corresponds to some metastable system (Fig. 1.4). If one applies a small
modulating force to the system, the double well potential would be tilted
periodically towards one of the wells. Naturally, the system in each half cycle
would prefer to be at the minimum energy state, but this is not necessarily the
case due to the presence of a potential barrier. However, with the addition of
white noise hopping events from one well to another become possible. In case
the noise intensity is "low", the hopping events are rare and as such they are
not synchronized with the modulating signal. Conversely, in case the noise
intensity is "large", the hopping events become frequent and consequently
screen the modulating signal. Whereas, for a certain amount of noise (Dgg)
in the "intermediate" range, corresponding to one hopping event each half
cycle, the noise is synchronized with the modulating signal and consequently
a peak in the SNR is attained.

Thus, in general, stochastic resonance occurs when the frequency of the
deterministic periodic signal (£2/27) modulating the double-well potential of
the system matches half the hopping rate between the bistable states T'(D),
where D measures the intensity of the noise (assumed to be zero-mean, white
Gaussian noise). That is Q = 7['(Dggr). In other words, during each half
time cycle of the drive (T = 27/Q) a single noise-induced hopping event
takes place,

Ta/2 =T (Dgr)

which is usually referred to as the time-scale matching condition for stochastic
resonance, where I'(D) in general follows a Krammars-like transition rate of
the form:

AV
['(D) = Ty exp( T)
where AV is the height of the potential barrier separating the two bistable
states, and 'y is the attempt rate.

Further details on the subject and a broader survey can be found in the
attached copies of Refs. [70, 72, 73], and also in the discussion chapter.
However, it is worthwhile pointing out in this regard that SR phenomenon
is not limited to classical systems or classical noise, but it also applies in
principle to semiclassical and quantum systems. In fact there have been
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Figure 1.4: Illustration describing stochastic resonance in a metastable sys-
tem with a symmetric double well. (a) A sketch of the double-well potential.
The minima are located at +z,, whereas the two wells are separated by a
potential barrier AV. (b) A cartoon showing a cyclic variation of the double-
well potential. In the presence of periodic driving, the double-well potential
is tilted back and forth, thereby raising and lowering successively the poten-
tial barriers of the right and the left well, respectively. A suitable dose of
noise (i.e., when the period of the driving approximately equals twice the
noise-induced escape time) will make the “sad face” happy by allowing syn-
chronized hopping to the globally stable state (strictly speaking, this holds
true only in the statistical average). After L. Gammaitoni et al. [71].
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numerous attempts recently in order to generalize SR effect and possibly
extend it to the quantum realm [74, 75]. Interestingly, one of these recent
studies deals with SR phenomena in qubit arrays [76].

1.8 Escape Rate of Metastable States

Escape rate theory plays a key role in explaining the behavior of various
metastable systems in nature [77]. Ranging from biology to chemistry, physics
[78, 79] and engineering.

Likewise, in our research we study the phenomenon of noise-assisted es-
cape rate of metastable states in a driven superconducting microwave res-
onator due to thermal instability. Interestingly, some of the derived predic-
tions are quite unique.

For further details on the subject and a broader survey please refer to the
attached copy of our manuscript [72].

1.9 Intermodulation and Parametric Ampli-
fication

Recently, there has been a renewed and broad interest in the area of paramet-
ric and intermodulation amplifiers based on Josephson junctions. Pioneering
work in this field has been conducted by B. Yurke and his collaborators at Bell
laboratories in the late eighties and early nineties [23, 24, 80], where the au-
thors demonstrated for the first time thermal and vacuum noise squeezing us-
ing a Josephson parametric amplifier (JPA), which consisted of a de-SQUID
connected to two superconducting transmission lines and an LC resonator
in parallel. To date, various configurations and novel implementations of
such amplifiers have been realized and tested. Among these variations one
can name briefly, a series array of 1000 Josephson junctions embedded in a
coplanar waveguide [81], a lumped element dc-SQUID inductively coupled
to a quarter wave resonator [82], a superconducting coplanar-waveguide res-
onator terminated by a de-SQUID [83] and a coplanar waveguide transmis-
sion line whose center conductor is composed of a series array of de-SQUIDs
(84, 85].

A large part of the renewed and growing interest in such amplifiers can be
attributed mainly to two high-profile developments that occurred in recent
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years namely, the capability to read out the quantum state of a supercon-
ducting qubit, and detect the position of a nanomechanical resonator both
using microwave photons.

1.9.1 Figures of merit

The figures of merit commonly used to characterize amplification schemes in
general, and phase sensitive amplifiers in particular can be summarized as
follows:

1.

Gain: characterizes the amplification ratio between the signal at the
output and the signal at the input.

. Bandwidth: the frequency range over which the amplifier gain is con-

siderable (usually the reference gain corresponds to 3 dB below the
maximum gain). In practice, this figure of merit is extracted by mea-
suring the gain as a function of the frequency offset applied between the
pump and the signal. In the case of a resonance amplifier this quantity
coincides to a large extent with the linewidth of the resonance.

Dynamic range: conventionally this merit refers to the input power
range over which a given amplifier operates as desired. In the case of an
intermodulation or parametric amplifier, this parameter corresponds to
limits set on the order of magnitude of the signal power with respect
to the pump power. Usually above certain value of the signal, the gain
is suppressed.

Resonance tunability: in the case of a resonator implementation, one
way to enlarge the bandwidth of the device is via achieving resonance
frequency tunability. In Ref. [84] for example where the central strip is
comprised of a series of dc-SQUIDs, the resonance frequency is adjusted
via external magnetic flux by about 4 GHz (between 4 and 7.8 GHz).

Added internal noise: this parameter represents the amount of noise
which the amplifier itself generates inherently and adds to the circuit.

Back-reaction: basically this quantifies the undesired impact of the
amplifier on the input. In the ideal case back-reaction is zero, that is
the amplifier does not interfere with the input or destroy/demolish the
quantum state. However, this requirement is not possible, thus large
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efforts are invested in minimizing this quantity as much as possible. To
a large extent, this figure of merit is still considered an open question
with respect to various amplification schemes.

Moreover, the main advantages of a JPA are: (1) it provides a consid-
erable gain, (2) operates close to the quantum limit (much better than any
HEMT or semiconductor based amplifier), (3) allows phase sensitive ampli-
fication.

Whereas, the main disadvantages of a JPA are: (1) it has a narrow-band
in frequency, (2) has a relatively small dynamic range.

1.10 Intermode Coupling

Large and intensive efforts have been invested in the course of this work in an
attempt to couple a flux-qubit made of aluminum to a superconducting res-
onator made of niobium/aluminum 2, where the superconducting resonator
plays the role of a cavity quantum electrodynamics, while the flux-qubit -
being essentially a two-level system- mimics the behavior of an artificial atom
86].

The motivation for realizing such integrated systems is two-fold: first, in
this configuration it can be shown theoretically [87, 88, 89] that by driving
the resonator externally with a detector signal coupled to the qubit (non-
resonantly, but rather via a maxima location of the magnetic field of the
fundamental mode), the effective resonance frequency which can be measured
by monitoring the resonance response depends strongly on the state of the
qubit. Thereby, providing in principle a non-destructive readout scheme for
the state of the qubit; second, by introducing a "small" probe signal to
the resonator which is also strongly coupled to the qubit inductively but at
a different resonance frequency, it can be shown by analyzing the coupled
system that a single photon added to the signal mode results in a shift in
the effective resonance frequency of the detector mode [87, 89, 90]. Hence,
allowing in principle performing a quantum non-demolition measurement of
discrete Fock states (the photon number) of the resonator in the microwave
domain [90, 91].

To that end, several integrated systems have been fabricated and tested
in our lab using a variety of methods. However, in spite of the intensive

2For more details on the subject please refer to the fabrication section.
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efforts invested in this area, the fabricated devices did not yield significant
results for various reasons.

Nevertheless, we have successfully demonstrated recently intermode cou-
pling and intermode dephasing in a superconducting stripline resonator in-
tegrated with a nano-bridge de-SQUID [92]. Mainly due to two significant
advantages of such integrated system: (1) the de-SQUID has a flux degree
of freedom which can be utilized in order to maximize and minimize its non-
linear response, (2) the Kerr-like nonlinearity exhibited by the dc-SQUID,
despite being a Duffing nonlinearity, is quite suitable for the purpose of con-
trolled intermode coupling and dephasing [90, 92].



Chapter 2

Experimental Setup

2.1 Stripline Geometry

The resonators were designed and assembled in a standard stripline geometry
1

The dielectric substrates used were either (1) sapphire (34 mm X 30 mm X
1 mm) which are known for their high chemical stability, mechanical strength
and low loss tangent at microwave frequencies [18], or (2) high resistivity
silicon wafers (34 mm X 30mm X 0.5mm) coated with a 100 nm layer of
SiN on both sides.

All of the superconducting resonators measured were housed inside a gold
plated oxygen-free high conductivity (OFHC) copper Faraday cases.

The superconducting resonators were either dc-magnetron sputtered (Nb
and NbN) or evaporated (Aluminum) on one of the dielectric substrates of
the stripline configuration, whereas the superconducting ground planes were
sputtered on the inner covers of the OFHC cases.

Microwave power signals are fed to the resonators via SMA launchers
which are SMA female connectors from the outside and spring-like feed-lines
from the inside which are pressed against the feedlines of the resonator [93].

'Please see schematic cross section shown in Fig. 1 Ref. [62].
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2.2 The Cryogenic Setups Used

In the course of our work we have used three different cryogenic setups de-
pending on the device and the application:

1. The resonator case was connected by its input to a 0.142" semi-rigid
coax cable and immersed into liquid helium contained in a Cryofab
dewar. In this configuration the ambient temperature is 4.2 K.

2. The resonator case was mounted on a sample holder of a homemade
insert 2 which was pumped and immersed into liquid helium bath con-
tained in an Oxford instruments dewar. A setup configuration which
enabled both varying the ambient temperature and applying magnetic
field.

3. In order to operate and measure the integrated systems consisting of
a superconducting resonator (Nb/Al) and a (dc/rf) SQUID made of
aluminum, ultra-low temperatures are required (I" < T, ~ 1.2K).
Thus a large part of the work has been carried out using a dilution
refrigerator (a digital photo of the system is enclosed, see Fig. 2.1).

2.2.1 Thermal noise reduction overview

To minimize thermal noise entering the system, special care should be taken
in heat sinking and filtering all dc control lines. For this purpose, three
possible techniques may be applied in addition to low pass filtering at room
temperature. One is using powder filters, which are known to be effective
in attenuating broadband noise [94]. The second is using microstrip filters
implemented on a dielectric substrate via photolithography [95]. The third
is using lossy heat sinked coaxial cables incorporated in the dilution system
in order to carry dc.

An adequate heat sinking should be applied to the microwave semi-rigid
cables as well. One way is establishing a good physical contact between the
outer conductor of the semi-rigid cables and the sample holder at each stage.
Another way is incorporating properly-heat-sinked directional couplers along
the microwave input path.

2For further details on the design and ingredients of this insert please refer to my
master’s thesis.
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Figure 2.1: Digital photographs taken at our lab (a) Dilution refrigerator.
(b) Dilution insert.

In case further heat sinking is needed for the inner conductor of the semi-
rigid as well, a short section of the outer conductor and the dielectric layer
of the semi-rigid can be stripped away and filled instead with epoxy, that is
in order to enhance the heat conductance between the stage and the inner
conductor [96].



Chapter 3

Fabrication Process

3.1 Niobium Nitride stripline resonators

The fabrication process of our NbN superconducting stripline resonators con-
sists of five main steps:

1. Cleaning: The sapphires were subjected to Pirrana and RCA clean-
ing processes for 10 minutes each.

2. Sputtering: The sputtering was done using a TFSP-448 DC mag-
netron sputtering system. The distance between the Nb target and
the sapphire was set to about 80 mm. All resonators were deposited
near room temperature following the footsteps of Refs. [97],[98],[99],
no external heating was applied, but it is quite reasonable to assume
that the substrate temperature reached about 90°C or 100°C during
sputtering due to plasma heating and discharge process. The system
was usually pumped down -prior to sputtering- to 3 — 8 - 1078 torr
base pressure (achieved overnight). The sputtering was done in Ar /N,
atmosphere [100], the relative flow ratio of the two gases into the cham-
ber and the total pressure of the mixture were controlled by mass flow
meters and a variable throttle valve on the cryogenic pump. The sput-
tering usually started with a two minute presputtering at the selected
plasma conditions before removing the shutter and depositing on the
substrate. The deposition rate was monitored using a Xtal crystal, the
total film thickness was determined by the deposition rate, deposition
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time and an appropriate tooling factor. Following deposition the wafers
were usually left to cool down for about 10 minutes before they were
removed from the chamber.

3. Photo-Lithography: First the sheet resistance of the sputtered films
were measured by Veeco fpp-5000 four-point probe in room tempera-
ture. After cleaning the sapphire with methanol and DI water, it was
baked for 10 minutes on a 250 °C plate to enhance the surface ad-
hesion of the NbN before applying 4533 positive photo-resist at 4500
rpm for 60 s. Following photo-resist spinning, the sapphire was pre-
baked in the oven at 90 °C for 10 min to dry out the photo-resist before
photo-lithography. The photo-lithography was done using MJB3 mask-
aligner with exposure time set to 12.5 s. Afterwards the photo-resist
was developed using 326 developer for 30 s or alternatively 312 devel-
oper. To harden the photo-resist so that it can be used as a protective
mask during ion-milling, the sapphire was post-baked in the oven at
temperature 90 °C for an extra 30 - 40 min.

4. Ion-milling: The redundant NbN not covered by the photo-resist
mask was etched using Ar ion-milling. During the process the sap-
phire was clamped to a rotating stage to ensure uniform etching. The
process duration was mainly set by a trial and error process.

5. Photo-resist stripping: To strip the photo-resist mask used in ion-
milling and expose the patterned resonator, the sapphire was immersed
in NMP solution at 140 °C for 30 min, and afterwards exposed to high
flow of acetone gas.

3.2 Aluminum resonators integrated with a
dc-SQUID

We describe herein in more detail the fabrication process employed in order
to implement Al resonator coupled to a de-SQUID (described and measured
in manuscript [101]).

The device is implemented on a high-resistivity 34 mm X 30 mm X 0.5 mm
silicon wafer coated with a 100 nm thick layer of SiN. As a preliminary step
and in order to enhance electrical contact to rf-launchers, thick gold pads
(300nm) are realized at the peripheral of the wafer. This is achieved using a
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three-stage process which consists of UV lithography, gold evaporation and
lift-off. Subsequently, three layers of PMMA (2 layers of 495/A6 and one of
950/A2) with a total thickness of 700 nm are spined and baked alternately.
Following this step, e-beam lithography is applied in which both the macro-
scopic resonator and the microscopic Josephson gaps are written at the same
session. Following a developing stage, a two angle shadow evaporation of
aluminium [102] -with an intermediate stage of oxidation- implements the
resonator as well as the two Al/AlO, /Al Josephson junctions comprising the
dc-SQUID. The total thickness of the aluminium evaporated is 80 nm (40 nm
at angles +36° relative to the perpendicular of the substrate). Whereas the
tunneling barrier of the junctions is formed by applying a gas mixture of
argon (80%) and oxygen (20%) at a pressure of 26 mtorr for 12 minutes.
Finally a lift-off process concludes the fabrication of the integrated system.

3.2.1 E-beam lithography in more detail

Two different magnifications were applied during the e-beam lithography of
the devices, magnification 35 for the macroscopic sections of the resonator
and magnification 500 for the SQUID. Moreover, three calibration processes
were carried out prior to each lithography process (1) calibration of the motor
in relative to the sample, (2) calibration of magnification 35, (3) calibration
of magnification 500. The calibrations were done on fixed gold crosses im-
plemented on the wafer in a preliminary step. Each calibration yielded four
parameters, a stretch parameter, a rotation angle and x-y offsets and ulti-
mately all these parameters were taken into account in the final program file
automating the process. The e-beam current applied in the lithography of
the macroscopic and microscopic sections was 7 nA and 50 p A respectively.

3.2.2 Negative resist recipe for gold pads
1. Baking on a 110 °C hot plate for 10 min.

2. Coating the sample with AZ5214E negative photo-resist at 5000 rpm
for 60s.

3. Pre-baking on a 110 °C hot plate for 60s.

4. UV lithography using chrome mask. Exposure time in the range 1.9-2.2
S.
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5. Post-baking on a 125 °C hot plate for 120s.
6. UV lithography without any mask. Exposure time 8 s.

7. Developing using 312 developer for about 45 s followed by soaking in
DI water.

8. Oxygen plasma etching for 60s.
9. Evaporating a thin layer of titanium and a thick layer of gold in-situ.

10. Applying lift-off procedure using NMP and acetone.

3.3 Aluminum resonators integrated with three-
Junction SQUIDs

The fabrication process applied in order to implement Al resonators coupled
to rf-SQUIDs is very much similar to the process applied in the fabrication
of aluminum resonators coupled to dc-SQUIDs. The main difference lies in
the layout and the existence of a coupling gap between the resonators and
the SQUIDs.

3.4 Niobium resonators integrated with three-
Junction SQUIDs

We describe herein in more detail the fabrication process applied in order to
implement Nb resonator coupled to an rf-SQUID (i.e. Fig. 3.1).

1. Cleaning: The silicon wafers were cleaned thoroughly using solvents
(acetone, methanol and isopropanol) in an ultra-sound bath. After-
words the wafers were washed by DI water and dried.

2. Sputtering: this stage consisted of three sequential sputtering steps
applied in-situ (inside the sputtering machine), (1) sputtering of AIN
50 A (an optional protective layer), (2) sputtering of Nb 1300 A, (3)
sputtering of AIN 200 A (mask layer).
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Figure 3.1: (a) An optical image showing one of the integrated systems
(resonator-flux qubit) that have been fabricated. (b), (c) and (d) Zoom-in
scanning electron micrographs (b) A flux qubit coupled to a superconducting
stripline resonator (SSR) made of Nb via a narrow bridge positioned along
the resonator at a predetermined location. (¢) A zoom-in micrograph of the
flux qubit containing three Josephson junctions. (d) A zoom-in micrograph
of the Josephson junction at the middle.
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3. Gold pads: after stripping the thin layer of AIN covering the bottom
part of the wafer using photo-resist developer (wet-etching), and plac-
ing an appropriate mechanical mask on top of the wafer in order to form
the pads, 100 A of titanium was evaporated followed by evaporation of
a thick layer of gold on the order of 3000 A in-situ. The titanium was
evaporated in order to enhance adhesion between niobium and gold.

4. Electron-beam lithography 1 (bridge formation):

(a) PMMA spinning: two layers of PMMA 495 A6 were spined at
4000 rpm for 1 min each (the exact value of spinning rate was
sometimes varied for different devices). One layer of PMMA 950
A2 was spined at 5000 rpm for 1 min (the exact value of spin-
ning rate was sometimes varied for different devices). The wafer
was baked at 180 °C on a hot plate for 5 minutes, prior to each
spinning step and following the formation of the last layer. The
spinning parameters yield a total PMMA thickness in the range
6500-8400 A (The common /preferred value is about 7000 A).

(b) Bridge formation: a narrow section along the resonator is written
using E-beam lithography.

(c) Development: the sample is rinsed in MIBK (methylisobutyl-
ketone) for 1 min, followed by 20 s in iso-propanol.

5. Etching 1 (bridge formation):

(a) Electron Cyclotron resonance (ECR) etching for 30 s in order to
get rid of the top AIN mask defined by the e-beam lithography
process.

(b) PMMA stripping: the sample is immersed in NMP and heated on
a hot plate at 140 °C for more than one hour.

(c) Applying reactive ion etching (RIE) for 10 min, which eventually
creates the bridge section along the resonator. In this step the
AIN layer functions as a mask.

6. UV lithography: Resist deposition: following a baking stage on a hot
plate at 110 °C for 5-10 min, a layer of 4533 photo-resist was spined
at 4000 rpm for 1 min. Pre-baking in a 90 °C oven for 10 min. The
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layout of the resonator was implemented using UV lithography. Prior
to exposure, the resonator mask was carefully aligned with the bridge
section formed earlier. Following an exposure time ranged between 11-
18 s (depending on the photo-resist) the sample was developed using
312 or 326 developer for more than 1 min in order to ensure that the
AIN layer beneath the dissolved photo-resist has been totally etched.
Afterwards the photo-resist was stripped by immersing the sample in
NMP solution heated on a hot plate at 140 °C for more than 1 h.

7. Etching 2 (resonator and flux-line formation): ECR etching of
the redundant Nb for 100 s. Consequently the resonator layout defined
by the UV lithography mask is realized. Following this stage the sample
was rinsed in a developer in order to wet etch the AIN mask.

8. Electron-beam lithography 2 (SQUID):

(a) PMMA deposition: three-layer PMMA deposition. The sample
was dried on a hot plate for 5 min. Two bottom layers of PMMA
495 A6 were deposited at 3000 rpm for 1 min. One top layer
of PMMA 950 A2 was deposited at 5000 rpm for 1 min (total
PMMA thickness 650 nm-750 nm). The sample was baked on a
hot plate at 180 °C for 5 min following the deposition of each
PMMA layer.

(b) The SQUID was written using e-beam lithography following an
accurate alignment with the resonator bridge section formed ear-
lier. The e-beam current was 200 p A, the dozes applied were in
the range 180-250 p C/ cm?, whereas the magnification used was
in the range 500-2000 (depending on the device).

(c) Developing stage: the sample was developed in a MIBK solution
for 1 min. Afterwards, it was rinsed in iso-propanol for 20 s.

9. Aluminum shadow evaporation (formation of Al1/AlO, /Al junc-
tions)

(a) Evaporation of 50 nm layer at 38 degrees relative to the perpen-
dicular.

(b) Oxidation stage: applying a gas mixture of argon (80%) and oxy-
gen (20%) at pressure 0.15 torr for 12 minutes (the pressure tested,
varied in the range 0.03 — 0.15 torr).
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(c) Evaporation of 30 nm layer at —38 degrees relative to the per-
pendicular.

10. Lift-off: the PMMA was stripped by immersing the sample in NMP
solution at 140 °C for more than 1 h and then soaking the sample in
acetone or applying "delicate" ultra-sonic vibrations.



Chapter 4

Measurements and Results
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Observation of Bifurcations and Hysteresis in
Nonlinear NoN Superconducting Microwave
Resonators
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Abstract—In this paper, we report some extraordinary non-
linear dynamics measured in the resonance curve of NbN
superconducting stripline microwave resonators. Among the
nonlinearities observed: aburpt bifurcations in the resonance
response at relatively low input powers, asymmetric resonances,
multiple jumps within the resonance band, resonance frequency
drift, frequency hysteresis, hysteresis loops changing direction
and critical coupling phenomenon. Weak links in the NbN grain
structure are hypothesized as the sour ce of the nonlinearities.

Index Terms—Bifurcations, hysteresis, jumps, microwave res-
onators, nonlinear effects, NbN.

I. INTRODUCTION

ONLINEAR effects in superconductors in the microwave

regime have been the subject of alarge number of inten-
sive studies in recent years. Most of the attention is focused on
studying one or more of the following issues: investigating the
origins of nonlinear effects in superconductors [1], [2], intro-
ducing theoretical models that explain nonlinear behavior [3],
[4], identifying the dominant factors that manifest these effects
[5], [6], find waysto control and minimize nonlinear effects[7],
[8] such as, harmonic generation and intermodulation distor-
tions, which degrade the performance of promising supercon-
ducting microwave applications mainly in the telecommunica-
tion area [9].

Among the nonlinear effects reported in the literature as-
sociated with resonance curves, one can find the commonly
known Duffing oscillator nonlinearity which is characterized by
skewed resonance curves above certain power level, appearance
of infinite slope in the resonance lineshape, pronounced shift
of the resonance frequency and hysteretic behavior [10]-{12].
To account for this effect, associated with the rise of kinetic
inductance of superconductors, both thermal [13], and weak
link [10] explanations have been successfully applied. Other
nonlinear effects were reported by Portis et al. [14], where they
observed notches that develop on both sides of the frequency
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Fig. 1. Stripline geometry.

response of their high-temperature superconducting (HTS)
microstrip patch antenna, accompanied with hysteresis and
frequency shift, in the nonlinear regime. Similar results were
reported also by Hedges et al. [15], in their YBCO stripline
resonator, and in [16] in YBCO thin film dielectric cavity.
All three studies [14]-{16] attributed the observed nonlinear
behavior to abrupt changes in the resistive loss of weak links,
thermal quenching, and weak link switching to normal state.

Inthisstudy, being interested in the behavior of nonlinear res-
onances, we have fabricated different NbN superconducting mi-
crowave resonators exhibiting some unusual nonlinear effects,
which to the best of our knowledge, have not been reported be-
fore in the literature. We study the dependence of these res-
onators on input power, and examine the resonance curve be-
havior under different scan directions. To account for our re-
sults, we consider some possible physical mechanisms which
may be responsible for the observed effects.

Il. RESONATORS DESIGN

The resonators were designed in the standard stripline geom-
etry, which consists of five layers, as shown in the cross-section
illustration, depicted in Fig. 1.

The superconducting resonator was dc-magnetron sputtered
on one of the sapphire substrates, whereas the superconducting
ground planes were sputtered on the inner covers of a gold
plated Faraday package made of oxygen free high conductivity
(OFHC) copper employed to house the resonators. The dimen-
sions of the sapphire substrateswere 34 x 30 x 1 mm. Theres-
onator geometries implemented, which we will refer to them,
for simplicity, by the names B1, B2, and B3, are presented in
the insets of Figs. 3-5 respectively. The width of the feedlines
and the thin part of the resonators was set to 0.4 mm to obtain
characteristic impedance of 50 €2. The gap between the feedline
and the resonatorswas set to 0.4 mmin B1, B3 cases, and to 0.5
mm in B2 case. The frequency modes of B1, B2, B3 resonators
were theoretically calculated using a simple transmission line
model, presented in Appendix A, and were also experimentally

1051-8223/$20.00 © 2006 |EEE
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TABLE |
SPUTTERING PARAMETERS
Process parameter B1 B2 B3
Partial flow ratios (Ar;N2) | (87.5%,12.5%) | (75%,25%) (70%,30%)
Base temperature 11°C 11°C [3°C
Total pressure 6.9- 107 torr | 8.1-107% torr | 5.7 - 1073 torr
Discharge current 0.36A 0.55A 0.36A
Discharge voltage 351V 348V 348V
Discharge power 121W 185W 133W
Deposition rate 62 788 384
Thickness (t) 2200 A 3000A 2000 A
Base pressure 31108 torr | 7.3- 1078 torr | 8- 1078 torr
Target-substrate distance 80mm 90mm 90mm

measured using vector network analyzer (NA). The theoretical
calculation was found generally to be in good agreement with
the measurement results, as discussed in Appendix A.

I1l. FABRICATION PROCESS

The sputtering of the NbN films was done using a dc-mag-
netron sputtering system. All of the resonators reported here
were deposited near room temperature [17]-{19], where no ex-
ternal heating was applied.

The system was usually pumped down prior to sputtering to
3-8 - 10~ torr base pressure (achieved overnight). The sput-
tering was done in Ar/N» atmosphere under current stabiliza-
tion condition [20]. The relative flow ratio of the two gases into
the chamber and the total pressure of the mixture were con-
trolled by mass flow meters. The sputtering usually started with
a -min presputtering in the selected ambient before removal of
the shutter and deposition on the substrate. The sputtering pa-
rameters of the three resonators are summarized in Table I. Fol-
lowing the NbN deposition, the resonator features were pat-
terned using standard photolithography process, whereas the
NDbN etching was done using Ar ion-milling.

To obtain resonators with reproducible physical properties
we have used the sputtering method discussed in [20] and
[21], where it was claimed that reproducible parameters of
films are assured, by keeping the difference between the dis-
charge voltage in a gas mixture and in pure argon, constant,
for the same discharge current. In Fig. 2, we show one of the
characterization measurements applied to our dc-magnetron
sputtering system, exhibiting a knee-shape graph of discharge
current as a function of discharge voltage. The knee-shape
graph was obtained for different Ar/N, mixtures at room
temperature. The discharge voltage difference measured in the
presence of Ny gas relative to the value measured in pure argon
at the same discharge current, is also pointed out in the figure,
corresponding to different currents and N> percentages.
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Fig. 2. Discharge current versus discharge voltage of the sputtering system dis-
playing current-voltage knee for different percentages of Argon and Nitrogen,
at ambient temperature of 20°C.

IV. PHYSICAL PROPERTIES

The fabricated resonators were characterized by relatively
low T for NbN and relatively intermediate resistivity p. Resis-
tance measurements were performed using standard four probe
technique. T, measured for B1, B2 and B3 was 10.7, 6.8, 8.9 [K]
respectively, whereas p measured was 348 and 500 [x£2] cm for
B2 and B3, respectively. Critical temperature width AT, mea-
sured for B3 resonator yielded 0.5 K (where AT is defined by
the 5% and 95% points of the resistive transition), which may in-
dicate that the intergrain Josephson coupling in this film is still
dominant compared to granular behavior [22]. Residual resis-
tance ratio (RRR) defined as #(300)/p(15), where p(300) refers
to resistance value at room temperature and p(15) refers to resis-
tance before superconducting transition, was also measured for
B3 resonator and yielded RRR of 0.5. This less than unity low
RRR ratio, indicating a granular or columnar (island) structure
[17] and nonmetallic conduction [18], [23], is in good correla-
tion with the relatively low T (8.9 K) and high resistivity p (500
€2 cm), measured for this film [18]. In addition, RRR ratios less
than unity, implying a negative temperature coefficient of resis-
tivity (TCR) [24] (the resistance increases with decreasing tem-
perature), generally characterizes NbN films having a columnar
(island) structure [24]. Moreover, these measured parameters
T.,AT,, p and RRR ratio are in good agreement with the re-
sults of [22] and [18], where it was shown that increasing the
partial pressure of N in Ar/N, mixture at a given total pres-
sure tends to decrease RRR ratio and 77, and increase p and
AT,. The relatively low 7. measured, can be attributed also to
bulk degradation and vacancies [22], or more likely to columnar
grain boundaries [25]. Furthermore, from scanning electron mi-
croscopy micrographs taken to a NbN film sample sputtered
with similar sputtering conditions as B2 resonator, and showing
a clear columnar structure of the kind discussed in [24]-{26],
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Fig. 3. Siimeasurement of B1 resonance at ~8.288 GHz with 10-MHz span,
exhibiting extraordinary nonlinear effects at low input powers. Resonance
curves corresponding to different input powers were shifted by a constant offset
for clarity.

one can estimate the diameter of the columnar structure to be of
the order of 20 nm.

V. MEASUREMENT RESULTS

All measurements presented in this paper have been con-
ducted at liquid helium temperature 4.2 K, and were verified
using two cryogenic configurations. One was by immersing
the resonator package in liquid helium, two by housing the
resonator package in vacuum inside a temperature controlled
cryostat. No significant differences were detected in the experi-
mental data measured using these two cryogenic techniques.

A. 511 Measurements

The resonance response of the resonators was measured using
the reflection parameter S1; of a NA. The resonance response
obtained for the third mode of B1 resonator ~8.288 GHz at low
input powers, between —23 dBm and —18 dBm in steps of 0.05
dBm, is shown in Fig. 3. A small vertical offset was applied for
clarity between the sequential graphs corresponding to different
input powers and to show the nonlinear evolution of the reso-
nance response as the input power is increased. The interesting
characteristics of this nonlinear evolution can be summarized as
follows.

1) In the power range between —23.5 dBm and —23.25 dBm,
the resonance is symmetrical and broad.

2) At input power level of —23.25 dBm, a sudden jump of
about —15 dB occurs in the resonance curve at the minima
where the slope of the resonance response is small.

3) As the input power is increased in steps of 0.05 dBm the
resonance becomes asymmetrical, and the left jump shifts
towards lower frequencies gradually.

4) As we continue to increase the input power, the jumps de-
crease their height but the resonance curve following the
jumps becomes more symmetrical and deeper, and at a cer-
tain input power level we even witness a critical coupling
phenomenon where S;1(w) at resonance is almost zero,
that is no power reflection is present.
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Fig. 4. .S 1measurement of B2 resonance at ~4.385 GHz with 30-MHz span,
exhibiting strong nonlinear effects at low input powers. Resonance curves cor-
responding to different input powers were shifted by a constant offset for clarity.

5) The resonance becomes symmetrical again and broader
and the jumps disappear.

6) All previously listed effects occur within a frequency span
of 10 MHz, power range of about 5 dBm, and power step
of 0.05 dBm.

Similar behavior to that exhibited by the nonlinear third mode
of resonator B1 can be clearly seen in Figs. 4 and 5, which
show the nonlinear dynamic evolution of the second mode of
resonator B2 and the first mode of B3 respectively. The main
differences between the figures are:

1) The power levels at which these nonlinear effects appear.
Whereas in B1 case they happen between —23 dBm and
—18 dBm, in B2 case they happen between —9.5 dBm and
—1.5 dBm and in B3 case they happen around 1 dBm.

2) In Fig. 5 corresponding to B3 resonator we witness three
apparent jumps within the resonance band as indicated by
circles shown on the figure, a feature that we did not en-
counter in Figs. 3 and 4.

In order to evaluate approximately the peak RF magnetic
field Hrr at the surface of the stripline, associated with
the onset of nonlinearity of the resonances shown in Figs. 3
and 4, we apply the calculation method described in [27],
[28] for a uniform resonator, with the necessary changes to
account for the one port configuration and the nonuniform
current density at the edges. The maximum RF current of the
standing waves at resonance in a uniform resonator is given by
Lnax = /(1 —12)8QPw /nm 7y, Where r,, is related to the
return loss R measured in [dB] given by R = —20logy, 7.,
where @ is the unloaded quality factor of the stripline (to
obtain an order of magnitude of Hyrr we assume Qp ~ @),
Py is the incident power, n is the mode number of the reso-
nance measured, and Z; is the characteristic impedance of the
transmission line ~50 . Thus, the peak of the RF magnetic
field Hgr at the edges of the strip associated with I,,,, can
be evaluated by accounting for the nonuniform current density
along the cross section of the strip and by applying Ampere’s
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Fig. 5. Nonlinear response of B3 resonance at ~1.6 GHz, corresponding to
input power levels increasing by a 0.01 dBm step. At input power of 1.49 dBm,
we observe two obvious jumps in the resonance band, and another small one at
the right side, marked with circles. The different resonance curves were shifted
by a constant offset for clarity.

law at the edges. A relatively good approximation for the
nonuniform current density of a thin isolated strip of width W
and thickness ¢ is given by [29]

J(x)
_JO
T e {5 (¥ -} Y- <<y

@)

where J(W/2) = exp(1/2)v/WtJ(0)/y/2), X is the London
penetration depth, .J(0) is the current density at the middle of
the strip.

In the following calculations, X is assumed to be comparable
to the thickness of the strip #{¢ ~ A) (since A of NbN is typically
in the range of 2000—4000 unit A [30]), whereas W the width
of the strip is assumed to be the width of the narrowest part of
the film 0.4 mm. Substituting the following values for B1 res-
onator at the onset of nonlinearity shown in Fig. 3, Pygm = —23
dBm, R = 30 dB, @ ~ 7000,n = 3, yields the following ap-
proximate peak RF magnetic field at the narrowest part Hrp~6
Oe. Whereas for B2 second resonance shown in Fig. 4, one gets
Hgp~9 Oe, which corresponds to the following parameters,
Pigm = —9dBm, R = 20 dB, Q~462,n = 2.

Moreover, by comparing the onsets of nonlinearity cor-
responding to the different resonance frequencies one finds
different values even for the same resonator. Whereas, in B1
resonator, the onset of nonlinearity for the third resonance
(~8.288 GHz) is about 7,,,,~24 mA (~6 Oe), the onset of
nonlinearity for the first resonance (~2.59 GHz) is much lower,
Tmax~9 MA (~2 Oe). In B2 resonator, whereas the second
resonance frequency (~4.385 GHz) exhibited strong nonlinear
behavior at about 7,,,..~40 mA (~9 Oe) of the kind shown in
Fig. 4, the first resonance frequency (~2.52 GHz) exhibited
similar but smaller jumps at about 1,,,,x~104 mA (~23 Qe). In
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Fig. 6. Setup used to verify the occurrence of the bifuractions at the nonlinear
resonance (B1 third mode) previously measured by NA.

B3 resonator, the onset of nonlinearity for the first resonance is
about I,,,x~61 mA (~17 Oe) (not shown in Fig. 5), whereas
other resonances of this resonator exhibited nonlinearities at
much lower currents about 7,;,,.~4 mA (~1 Oe).

These relatively low RF currents and magnetic fields, at
which the nonlinear effects appear in the NbN films, are orders
of magnitude lower than the magnetic fields generally reported
in the literature, see for example [28], [31]-{33] , but they are,
on the other hand, on the order of RF magnetic fields associated
with Josephson vortices in YBCO grain boundaries reported
for example in [34] and [35].

B. \frifications

In order to verify that the jump feature, previously measured
using NA Sy, parameter, is not a measurement artifact, we have
applied a different measurement configuration, shown in Fig. 6,
where we swept the frequency of a synthesizer and measured
the reflected power from the resonator using a power diode and
a voltage meter. The load that appears in Fig. 6 following the
diode is used in order to extend the linear regime of the power
diode. The results of this measurement configuration are shown
in Fig. 7. The frequency scan around the resonance was done
using 201 points in each direction (forward and backward). A
small hysteresis loop is visible in the vicinity of the two jumps.

C. Abrupt Jumps

In attempt to find out whether the resonance curve of these
nonlinear resonances changes its lineshape along two or more
frequency points, further measurements where carried out using
NA, where we scanned the frequency axis in the vicinity of the
jump with high frequency resolution. The measurement results
corresponding to frequency step of ~600 Hz and ~2.5 kHz are
presented in Fig. 8(a) and (b), respectively, indicating abrupt
transition between two bistable states.

D. Frequency Hysteresis

Bifurcations in the resonance response of the device usually
occur when the resonance curve becomes multiple valued as a
function of the drive frequency. Such multiple valued resonance
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sents a backward scan. Two abrupt jumps appear at both sides of the resonance
curve and small hysteresis loops are present at the vicinity of the jumps. Reso-
nance curves corresponding to different input powers were shifted by a constant
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Fig. 8. (a) Forward continuous wave (CW) mode scan using NA, in a 12-MHz
span around the left jump of the nonlinear resonance of B2. The scan includes
20 000 frequencies, which is equivalent to a frequency step of ~600 Hz be-
tween the data points. In spite of this small frequency step, the jump occurs
between just two sequential frequencies. (b) A backward CW mode scan using
NA, within a 10 MHz span around the left jump of the nonlinear resonance of
B2. The scan includes 4000 frequencies, which is equivalent to a frequency step
of ~2.5 kHz between the data points. Also for this case the jump occurs be-
tween just two sequential frequencies.

response generally lead to a hysteretic behavior at the vicinity
of the bifurcations. In order to examine the resonance response
dependence of these resonators on frequency, we have applied
forward and backward frequency sweeps.

In Fig. 9, we show a representative frequency scan of B2
second mode, applied in both directions, featuring some inter-
esting hysteretic behavior:

1) At low input powers —8.05 dBm and —8.04 dBm, the res-
onance is symmetrical and there is no hysteresis.
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Fig. 9. Forward and backward scan measurement, performed using NA, mea-
suring B2 second mode nonlinear resonance. Red line represents a forward scan
whereas the blue line represents a backward scan. The graphs exhibit clear hys-
teresis loops forming at the vicinity of the jumps, and hysteresis loop changing
direction as the input power is increased. Resonance curves corresponding to
different input powers were shifted by a constant offset for clarity.

2) As the power is increased by 0.01 dBm to —8.03 dBm, two
jumps occur at both sides of the resonance response and
hysteresis loops form at the metastable regions.

3) As we continue to increase the input power gradually, the
hysteresis loop associated with the right jump changes
direction. At first it circulates counterclockwise between
—8.03 dBm and —7.99 dBm, at —7.98 dBm the two
opposed jumps at the right side meet and no hysteresis
is detected. As we further increase the power, the right
hysteresis loop appears again, circulating, this time, in the
opposite direction, clockwise.

It is worth mentioning that the hysteresis loops changing di-
rection are not unique to this resonator, or to the jump on the
right side of the resonance. It appears also in the modes of B1,
and it occurs at the left side jump of this resonance as well,
though at different power level.

E. Multiple Jumps

Frequency sweep applied to B3 first resonance in both direc-
tions, exhibits yet another feature, in addition to the two jumps
at the sides of the resonance curve, which we have seen earlier,
there are another smaller jumps accompanied with hysteresis
within the resonance lineshape, adding up to 3 jumps in each
scan direction, and four hysteresis loops, as exhibited in Fig. 10.

F. Surface Impedance

Following surface impedance analysis carried in [2], [31],
[34] which is generally used as an effective tool for investigating
nonlinearity [10], [32], we try to quantify reactance and resis-
tive changes, AX and AR, respectively, in the resonators, as a
function of RF input power Pry, using the following relations,
AX(Prr) x 2Afo/fo = 2[fo(Puin) — fo(PrF)|/ fo( Pmin)
and AR(Prr) o A(1/Q) = 1/Q(Prr) = 1/Q(Pmin) [2],
where f; is the resonance frequency determined from the min-
imum of the resonance curve, @ is the quality factor of the
resonator, and P, is the onset of nonlinearity input power.
Whereas the first expression defines the relative frequency shift
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Fig. 11. Relative frequency shift 2A f,/ fo as a function of RF input power,
corresponding to B1 third resonance frequency.

of the resonance, the second expression defines the difference
in the microwave losses of the resonator. The quality factor @
of the resonators in the nonlinear regime was calculated using
a Lorentzian fit applied to the |Sq{|* data (the square ampli-
tude of the reflection parameter) in the vicinity of the resonance
[36]. Nevertheless, this approach does not enable us to calcu-
late unambiguously the @ factor of the resonance curves which
are extremely asymmetrical and do not resemble Lorentzians
in the vicinity of the resonance [2], [28], such as those shown
in Fig. 3. Therefore, the graph exhibiting A(1/@Q) for B1 res-
onance is not plotted here. In Figs. 11 and 12(a), we show the
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Fig. 12. (a) Relative frequency shift 2A f,/ fo. (b) Relative microwave losses
A(1/Q). Both graphs correspond to B2 second resonance frequency and are
given as a function of RF input power.

2A fo/ fo ratio calculated for B1 and B2 resonators respectively,
whereas in Fig. 12(b), we show the difference ratio A(1/@Q) for
B2 resonator.

In Fig. 11, we observe a steep decrease in the resonance fre-
quency at about —23 dBm, followed by a gradual shift of the
resonance towards the lower frequencies up till —19.5 dBm,
above which a plateau in the resonance frequency is observed.
Whereas in Fig. 12(a) we measure a step in the resonance fre-
quency at about —9 dBm, followed by a gradual increase untill
—2 dBm. As to the relative losses A(1/@Q), in Fig. 12(b), rep-
resenting the second resonance of B2, the relative losses jumps
at the onset of nonlinearity ~ — 9 dBm and afterwords changes
gradually as the input power increases.

Although Figs. 11 and 12 do not provide a clear coherent
picture as to the physical origin of the observed nonlinearities,
one can verify easily that these results differ from the resonance
nonlinearities presented, for example, in [2], [10], [28], [31] ex-
hibiting nonlinear effects which can be explained in terms of
one dimensional Duffing oscillator equation [7], [37].

VI. COMPARISON WITH DUFFING OSCILLATOR NONLINEARITY

In general hysteretic behavior in superconducting films is
caused by one of the following physical nonlinear mechanisms:
pair breaking, intrinsic nonlinearity [7], heating effects [13],
vortex dynamics [34], and Josephson junctions [38]-{40]. Oates
et al. in [37], showed that inductance change A7 can lead to
hysteretic behavior in the resonance response, whereas resis-
tance change AR tends to suppress it (where AL and AR are
given by the following relations L = Ly + AL(I/1.)%, R =
Ro+AR(I/1.)%[7], where I is the total current, I..is the critical
current, I.g, Ry are the zero order inductance and resistance per
unit length respectively). However, substituting Z (inductance
per unit length) and R (resistance per unit length) of the form
L =Ly + AL(I/I.)’2, R = Ry + AR(I/I.)? into the trans-
mission line equations givenby 81 /82 = —COV/0t,0V /02 =
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—LdI /8t — RI [7], where V is the voltage along the transmis-
sion line and C is the capacitance per unit length, leads eventu-
ally to Duffing oscillator nonlinearity, which qualitatively differ
from our results.

The main differences can be summarized as follows.

1) Whereas Duffing oscillator nonlinearity is gradual and
builds up as the input power is increased, these presented
effects are sudden and demonstrate high sensitivity to
input power on the order of 0.01 dBm. (Figs. 3, 4, 9).

2) In Duffing oscillator nonlinearity, we observe (with Nb res-
onators) one jump and one or no hysteresis loop in the
resonance lineshape, whereas in these resonators we ob-
serve two and sometimes more jumps and hysteresis loops.
(Figs. 9 and 10).

3) In Duffing oscillator nonlinearity the hysteresis loop keeps
its circulation direction, whereas in the presented results,
the hysteresis loops may change direction. (Fig. 9).

4) These nonlinear effects may lead to critical coupling con-
dition in some resonances. (Figs. 3 and 4).

5) Above some input power level the resonance becomes
symmetrical again unlike Duffing oscillator nonlinearity.
(Figs. 3 and 4).

VIl. NONLINEAR MECHANISM MODELING

In attempt to account for some of the unusual nonlinear
effects presented earlier, we consider herein a hypothesis ac-
cording to which weak links (WL) forming at the boundaries
of the granular NbN columnar structure [24]-[26] are the main
source of the nonlinearities. WL, as it is well known, is a gen-
eral term which represents a wide variety of “material defects,”
such as impurities, edge defects, built in Josephson junctions,
insulating layers, grain boundaries, voids, and weak supercon-
ducting points [1]. Under certain conditions and circulating
RF currents these WL can interrupt the shielding supercurrents
and as a result affect the conductivity [41], the resonance mode
and the losses inside the resonator. Thus, in this section we
will consider a simple model where local heating mechanism
acts on WL in the NbN films and switch them between normal
and superconducting states [42]. This switching hypothesis
is partly supported by Fig. 13, where the same experimental
data of Fig. 9, have been redrawn while canceling the vertical
offset between the different resonance curves. The resulting
plot in Fig. 13, exhibits clearly abrupt transitions between two
resonance Curves.

For the purpose of modeling, consider a resonator driven by
a weakly coupled feedline carrying an incident coherent tone
bine="»* where 6™ is a constant complex amplitude and w,, is
the drive angular frequency. The mode amplitude inside the res-
onator A can be written as A = Be~*r*, where B(t) is a com-
plex amplitude, which is assumed to vary slowly on the time
scale of 1/w,. In this approximation and while disregarding
noise, the equation of motion of 73 reads [36]

U iy —w0) = B—i/Ib" (@)
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resonance curves.

where wq is the angular resonance frequency, v = ~v1 + 72,
where -1 is the coupling constant between the resonator and the
feedline, and - is the damping rate of the mode.

In terms of the dimensionless time 7 = wt, (2) reads

dB  i(wp —wp) — 7y
R e VA B £ T
7 o ( ) @)
where
B, = V2N €)

B i(wp —wo) =7

The output signal a°** reflected off the resonator can be
written as a®"* = p°"te~*»t, The input—output relation re-
lating the output signal to the input signal is given by [43]

bout bin 9
- —i B, )
£/ W0 /W0 Wp

Whereas the total power dissipated in the resonator ¢, can be
expressed as [36]

@t = hwo2v E (6)

where E = |B|%.

Furthermore, consider the case where the nonlinearity is orig-
inated by a local hot spot in the stripline resonator. If the hot
spot is assumed to be sufficiently small, its temperature 7" can
be considered homogeneous. The temperature of other parts of
the resonator is assumed be equal to that of the coolant T;. The
power @ heating up the hot spot is given by @ = Q. where
0<€<agl.
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The heat balance equation reads

ar
C—=Q-W 7
=0 (7)
where C' is the thermal heat capacity, W = H(T — Ty) is the
power of heat transfer to the coolant, and H is the heat transfer

coefficient. Defining the dimensionless temperature

T-T,
0= T. — Ty ®)
where T is the critical temperature, one has
de
- = —9(0 — Oy ©)
where
2 E
0, = 2amry (10)
wog
p = hwoC(T. — Ty) (12)
H

The resonance frequency wy, the damping rates vy, v2, and «
are assumed to have a step function dependence on the temper-
ature

a={om 85 @
n={l 8% 2
n={ 8% @
e={on 651 )

While disregarding noise, the coupled (3) and (9) may have,
in general, up to two different steady state solutions. A super-
conducting steady state of the WL exists when ©.., < 1, or al-
ternatively when E < F,, where Fy, = gC(T. —To)/2cs¥2sh.
Similarly, a normal steady state of the WL exists when 6., <
1, or alternatively when £ > FE,, where E,, = ¢C(T,. —
T0)/20eny2n h.

Moreover, the reflection coefficient S;; of the resonant in
steady state is given by [36]

b ye — 1 — iw, — wp)

S =—= .
() b e+ v — i(w, — wo)

an)

Thus, WL switching between the superconducting and the
normal states cause simultaneous switching of wq, v, 2, & pa-
rameters which in turn change the resonance lineshape abruptly
and result in hysteretic behavior in the bistable region.

In general, the heat capacity C can be expressed as C =
C,tAen, Where C,, is the specific heat of NbN (2.7-1073 Jecm—3
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Fig. 14. Simulated resonance response. Plots (a)—(d) correspond to an
increasing drive amplitude »'*. Solid lines represent valid steady state so-
lutions whereas the dotted lines represent invalid solutions. Red/cyan lines
represent the normal WL solutions, whereas the blue/green lines represent
the superconducting WL solutions. Black arrows show the direction of the
hysteresis loops in the different cases. Parameters that were used in the
simulation are: wqs/we, = 1.00023, y1,/worn = 2.5 - 1073, 71, /won =
151073, yon /won = 2.75 - 1073, v25 /won = 51073, a,, = 0.8, s =
1,g=9-107%,p =9-10713,

K~ [44]), t is the thickness of the film, and A.r is the effective
area of the hot spot. By further assuming that the generated heat
is cooled mainly down the substrate rather than along the film
[45], [46], the heat transfer coefficient H reads H = oA.q,
where « is the thermal surface conductance between the su-
perconducting film and the substrate. To obtain an estimate for
A, We evaluate the total dissipated power @, in the resonator
[given by (6)] at the WL superconducting state threshold F, :
Q+ = gC(T. — To)wo /5. Using (12) and H = o A4 relation
yield

Qt

A~ ——t
17 (T - To)

(18)

where «, is assumed to be of order unity. To evaluate A.y for
the second mode of B2 at the onset power of nonlinearity Py ~
1.6-10~* W (corresponding to ~ — 8.03 dBm of Fig. 9), we re-
late QO+ to Py at the jump frequency, using @ = (1—72) Py ~
§.10~> W. Substituting Q. and the following resonator param-
eters: 7. = 6.8K, Ty = 42K, o0 = 2Wem~2 K=" at 4.2
K [46], [47], in (18) yield A.g ~ 1.5- 102 cm?. Substituting
this result in C and H expressions gives C' ~ 1.2- 10712 J/K,
H ~ 3-10~° W/K. Whereas direct substitution in (11) and (12)
yield the dimensionless parameters p ~9.10713, g ~9.104
respectively.

Next, we numerically simulate the unusual hysteretic be-
havior of B2 second mode (wg, = 2 - 7 - 4.395 GHz) shown
in Fig. 9 using this model and the parameters derived above. In
Fig. 14, we show one of the simulation results corresponding
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to increasing values of b'*, the drive amplitude. The simulation
parameters used are listed in the figure caption. The blue solid
line represents the valid superconducting WL steady state
solution (£ < E), while the green dotted line represents the
invalid steady state solution (F > E;). Similar lines are plotted
for the normal WL steady state solution. The red solid line
represents the valid solution (£ > E,,), while the cyan dotted
line represents the invalid one (E < E,,). For the simulation
parameters chosen in plot (a), the superconducting WL steady
state solution is valid at all frequencies (the blue line) and thus
the system follows this resonance lineshape as the frequency is
scanned back and forth. In plot (b) corresponding to a higher
amplitude drive, the superconducting WL steady state solution
is not valid at all frequencies, thus as the superconducting WL
solution becomes invalid under forward frequency sweep, the
system jumps to the valid normal WL steady state solution as
indicated by the downward arrow at the left side of the reso-
nance. As we continue to sweep the frequency forward, another
jump occurs at the right side of the resonance back to the blue
solid line (indicated by the upward arrow) as the normal WL
steady state solution becomes invalid. Sweeping the frequency
in the backward direction exhibits hysteresis in the response
lineshape, since the opposed jumps differ, as can be clearly
seen in plot (b). As we increase the amplitude drive ™ further
[see plot (c)], we successfully obtain a case where the two
opposed jumps at the right side of the resonance are in close
proximity of each other. Whereas in plot (d) corresponding to
a higher amplitude drive one gets a frequency region (see the
right side of the resonance) where no steady state solution is
valid. This result may potentially explain the third enlarged
hysteresis loop which appears in Fig. 9, where the two opposed
jumps occur earlier in each frequency sweep direction. That is
if one assumes the existence of additional two valid solutions
within the “invalid region” which the system jumps to, and
which coincide with the existing valid solutions outside this
region. Such additional solutions can possibly originate from
another WL becoming active at these higher amplitude drives.
Moreover the assumption of different WL becoming active
may be needed also to account for the multiple jumps feature
presented in Figs. 5 and 10.

VIIl. CONCLUSION

In the course of this experimental work, we have fabricated
several stripline NbN resonators dc-magnetron sputtered on sap-
phire substrates at room temperature implementing different ge-
ometries. The resonators have exhibited similar and unusual
nonlinear effects in their resonance response curves. The onset
of the nonlinear effects in these NbN resonators varied between
the different resonators, but usually occurred at relatively low
microwave powers, typically 2—3 orders of magnitude lower
than Nb for example. Among the nonlinear effects observed:
abrupt and multiple jumps in the resonance curve, power depen-
dent resonance frequency shift, hysteresis loops in the vicinity
of the jumps, hysteresis loops changing direction, and critical
coupling phenomenon. Weak links forming in the NbN films are
hypothesized as the source of the nonlinearities. Further study of
these effects under other modes of operation and measurement
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conditions would be carried in the future, in order to substan-
tiate our understanding of these extraordinary effects.

APPENDIX |
RESONANCE FREQUENCY CALCULATION OF
B1, B2, B3 RESONATORS

The calculation process of the resonance frequencies of B1
and B2 makes use of opposite traveling voltage-current waves
method [48], [49]. For this purpose, we model B1 and B2 res-
onators as a straight transmission line extending in the z-direc-
tion with two characteristic impedance regions Z; and Z, as
shown in Fig. 15.

The equivalent voltage along the resonator transmission line
would be given, in general, by a standing waves expression in
the form

V(z)
Aycosf3(z —a)+ BysinfB(z —a) ze(a,b)
={ AcosfPz + Bsinpz ze(—a, a)
A_cosfB(z+a)+ B_sinfB(z+a) ze(—b,—a)

(19)

where 3 (= 27 f./,/c) is the propagation constant along the
transmission line,and A, B4, A, 3, A_, B_ are constants that
can be determined using boundary conditions. However due to
the symmetry of the problem z «—— —z, we expect the solutions
to have defined parity, where V(z) = V(—z) for symmetric
solutionand V' (z) = —V (—z) for antisymmetric solution. Thus
by taking advantage of this property and demanding that V' (z)
be continuous at = = a and z = —a, oOne gets:

( cos facos 3(z — a)
+Bssin B(z —a), ze(a,b)
Viym{2) = ¢ cos 3z, ze(—a, a)
cos Bacos B(z + a)
\ —B.sinf3(z+a), ze(—b,—a)
( sin facos3(z —a)
+DB,sin 8(z — a), ze(a, b)
Vanti(z) = sin ﬂza ZG(_G’v 0,)
—sin facos B(z + a)
\ + DB, sin 8{z + a), ze(—b, —a)

where V,ym(z) stands for the symmetric solution whereas
Vanti(2) for the antisymmetric solution. To calculate the value
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of the new constants B,, B,, we require that the equiva-
lent current I(z) along the transmission line, which is given
by I(z) = (i/8Z;)dV/dz where Z, is the characteristic
impedance of the line (in the : = 1,2 region), be continuous
at z = a and z = —a. Following this requirement one gets
B; = —ysin(Ba) and B, = ncos(Ba), where n = Z5 /7.

A. B1 Resonator

Since the resonator ends are shorted we demand V(b)) =
V(-b).

The symmetric case:

In this case, we either have maximum or minimum at V'(b)
thus we get /(b) = 0, yielding the following condition on the
resonance frequencies

cos(Ba)sin(B(b — a)) + nsin(Ba) cos(B(b—a)) =0 (20)

The antisymmetric case:

From the antisymmetric V(—b) = —V(—b) and the conti-
nuity V(b) = V(—b) conditions, we get V(b) = V(—b) = 0,
which yields

sin(fa) cos(B(b — a)) + peos(Ba)sin(f(b—a)) =0 (21)

Substituting the following numerical values = Z»/Z; =
0.5,l{ = a =13 mm, {3 = b — o = 6.5 mm into the above res-
onance frequency conditions and solving for frequencies below
10 GHz, yield the following solutions (2.5035 GHz, 5.697 GHz,
8.1647 GHz) for the symmetric case, and (2.9804 GHz, 5.1786
GHz, 8.1647 GHz) for the antisymmetric case, with doubly de-
generate mode at 8.1647 GHz. By comparing these calculated
resonances to the directly measured resonances of B1 resonator,
obtained using a broadband Si; measurement (2.5812 GHz,
5.6304 GHz, 8.4188 GHz), we find that the excited resonances
correspond to the symmetrical case only. The antisymmetric
modes do not get excited because they have a voltage node at
the feedline position.

B. B2 Resonator

Since the resonator ends are open-circuited, we demand
I(b)y = I(-b) = 0.

The symmetric case:

We require that the current associated with the symmetric
voltage, vanishes:

cos(fBa)sin[B(b — a)] + nsin(Ba)cos[B(b—a)] =0 (22)

The antisymmetric case:
We require that the current associated with the antisymmetric
voltage, vanishes:

—sin(fa)sin(8(b — a)) + ncos(Fa)cos f(b—a) =0 (23)

Substituting the following numerical values » = Z5/Z; =
49.9/10.4 =479l =a =11.9Tmm, s = b—a = 6.43

1985

mm into the above resonance frequency conditions and solving
for frequencies below 10 GHz, yield the following solutions
(2.6486 GHz, 6.0288 GHz, 8.5588 GHz) for the symmetric case,
and (1.1763 GHz, 4.3698 GHz, 7.4597 GHz, 9.7778 GHz for the
antisymmetric case. By comparing these calculated resonances
to the directly measured resonances of B2 resonator, obtained
using a broadband S1; measurement (2.5152 GHz, 4.425 GHz,
6.3806 GHz, 8.176 GHz), we find a good agreement between
the two results. The missing resonances do not get excited ap-
parently because of the coupling location of the feedline relative
to the resonator.

C. B3 Resonator

B3 resonator, in contrast, showed some larger discrepancy
between the measured value for the first mode ~1.6 GHz (seen
in Fig. 5) and the theoretical value f; = 2.4462 GHz calculated
according to the approximated equation:

- nc
T 25

where n is the mode humber, ¢ is the light velocity, [ is the open-
circuited line length (=20 mm), and ¢, is the relative dielectric
coefficient of the sapphire (~9.4).

In (24)
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Nonlinear dynamics in the resonance line shape of NbN superconducting resonators
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We report on unusual nonlinear dynamics observed in the resonance response of NbN superconducting
microwave resonators. The nonlinear dynamics which occurs at relatively low input powers (2—4 orders of
magnitude lower than Nb) includes among others, jumps in the resonance line shape, hysteresis loops changing
direction, and resonance frequency shift. These effects are measured herein using varying input power, applied
magnetic field, white noise, and rapid frequency sweeps. Based on these measurement results, we consider a
hypothesis according to which local heating of weak links forming at the boundaries of the NbN grains is
responsible for the observed behavior, and we show that most of the experimental results are qualitatively

consistent with such a hypothesis.

DOI: 10.1103/PhysRevB.73.134513

I. INTRODUCTION

Understanding the underlying mechanisms that cause and
manifest nonlinear effects in superconductors has a signifi-
cant implications for both basic science and technology.
Nonlinear effects in superconductors may be exploited to
demonstrate some important quantum phenomena in the mi-
crowave regime as was shown in Refs. 1 and 2 and as was
suggested recently in Refs. 3 and 4, whereas, technologically,
these effects, in general, can play a positive or negative role
depending on the application. On the one hand, they are very
useful in a wide range of nonlinear devices such as
amplifiers,>® mixers,” single-photon detectors,® and super-
conducting quantum interference devices (SQUID’s).° On
the other hand, in other applications mainly in the telecom-
munication area, such as bandpass filters and high-Q resona-
tors, nonlinearities are highly undesirable.10-13

Various nonlinear effects in superconductors and in NbN
in particular have been reported and analyzed in the past by
several research groups. Duffing-like nonlinearity, for ex-
ample, was observed in superconducting resonators employ-
ing different geometries and materials. It was observed in a
high-T, superconducting (HTS) parallel-plate resonator,* in
a Nb microstrip resonator,”® in Nb and NbN stripline
resonators,'® in a YBCO coplanar-waveguide resonator,6 in
a YBCO thin-film dielectric cavity,'” and also in a suspended
HTS thin-film resonator.’® Other nonlinearities including
notches, anomalies developing at the resonance line shape,
and frequency hysteresis were reported in Refs. 19-21.

However, in spite of the intensive study of nonlinearities
in superconductors in the past decades and the great progress
achieved in this field, the determination of the underlying
mechanisms responsible for the microwave nonlinear behav-
ior of both low- and high-T, superconductors is in many
experiments still a subject of debate.?? This is partly because
of the variety of preparation and characterization techniques
employed and the numerous fabrication parameters involved.
In addition nonlinear mechanisms in superconductors, which
are usually divided into intrinsic and extrinsic, are various
and many times act concurrently. Thus identifying the domi-
nant mechanism is in general difficult.?®

Among the nonlinear mechanisms investigated in super-
conductors one can name the Meissner effect,?® pair-
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breaking, global, and local heating effects,!*17 rf and dc vor-
tex penetration and motion,?® defect points, damaged
edges,? substrate material,?” and weak links (WL’s),?® where
WL is a collective term which represents various material
defects such as weak superconducting points switching to
normal state under low current density, Josephson junctions
forming inside the superconductor structure, grain bound-
aries, voids, insulating oxides, and insulating planes. These
defects and impurities generally affect the conduction prop-
erties of the superconductor and as a result cause extrinsic
nonlinear effects.

In this paper we report the observation of unique nonlin-
ear effects measured in the resonance line shape of NbN
superconducting microwave resonators. Among the observed
effects are asymmetric resonances, multiple jumps in the
resonance curve, hysteretic behavior in the vicinity of the
jumps, frequency hysteresis loops changing direction, jump
frequency shift as the input power is increased, and nonlinear
coupling. Some of these nonlinear effects were introduced by
us in a previous publication.?® Thus this paper will focus on
presenting a more current set of measurements applied to
these nonlinear resonators, which provides a better under-
standing of the underlying physical mechanism causing these
effects. To this end, we have measured the nonlinear super-
conducting resonators using different operating conditions,
such as bidirectional frequency sweeps, added white noise,
fast frequency sweep using frequency modulation (FM), and
dc magnetic fields. In each case we observe a unique nonlin-
ear dynamics of the resonance line shape which is qualita-
tively different from the commonly reported Duffing oscilla-
tor nonlinearity. We attribute these nonlinear effects to WL’s
forming at the boundaries of the NbN columnar structure. A
theoretical model explaining the dynamical behavior of the
resonance line shape in terms of abrupt changes in the mac-
roscopic parameters of the resonator, due to local heating, is
formulated. Furthermore, simulations based on this model
are shown to be in very good qualitative agreement with the
experimental results.

The remainder of this paper is organized as follows: The
fabrication process of the NbN superconducting resonators is
described briefly in Sec. Il. The nonlinear response of these
resonators measured using various operating conditions are

©2006 The American Physical Society


http://dx.doi.org/10.1103/PhysRevB.73.134513

B. ABDO et al.

(@

Superconducting

ground plane I
Sapphire / r = h
substrates - —> Superconducting
. W resonator with
Superconducting —p thickness ¢
ground plane

(b) B1 B2 B3

l ) i
FIG. 1. (Color online). (a) Schematic cross section of the strip-
line geometry used, which consists of five layers: two supercon-
ducting ground planes, two sapphire substrates, and a NbN film in
the middle deposited on one of the sapphires. (b) Top view of the

three resonator layouts (B1, B2, B3) which were deposited as the
center layer.

reviewed in Sec. Ill. A comparison with other nonlinearities
reported in the literature is given in Sec. IV. The possible
underlying physical mechanisms responsible for the ob-
served effects are discussed in Sec. V, whereas in Sec. VI, a
theoretical model based on local heating of weak links is
suggested, followed by simulations which qualitatively re-
produce most of the nonlinear features observed in the ex-
periments. Finally, in Sec. VII, a short summary concludes
this paper.

I1. FABRICATION PROCESS

The measurement results presented in this paper belong to
three nonlinear NbN superconducting microwave resonators.
The resonators were fabricated using stripline geometry,
which consists of two superconducting ground planes, two
sapphire substrates, and a center strip deposited in the middle
(the deposition was done on one of the sapphire substrates).
Figure 1 shows a schematic diagram illustrating stripline ge-
ometry and a top view of the three resonator layouts. We will
refer to the three resonators in the text by the names B1, B2
and B3 as defined in Fig. 1. The dimensions of the sapphire
substrates used were 34 mm X 30 mm X1 mm, whereas the
coupling gap between the resonators and their feedline was
set to 0.4 mm in the B1 and B3 and 0.5 mm in the B2 reso-
nators. The resonators were dc magnetron sputtered in a
mixed Ar/N, atmosphere, near room temperature. The pat-
terning was done using the standard UV photolithography
process, whereas the NbN etching was performed by Ar-ion
milling. The sputtering parameters and design considerations
as well as physical properties of the NbN films can be found
elsewhere.?® The critical temperature T, of the B1, B2, and
B3 resonators was relatively low and equal to 10.7 K, 6.8 K,
and 8.9 K, respectively. The thickness of the NbN resonators
was 2200 A in the B1, 3000 A in the B2, and 2000 A in the
B3 resonators.
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FIG. 2. S;; amplitude measurement of the B1 resonator at its
first mode. The measured resonance line shapes are asymmetrical
and contain two abrupt jumps at the sides of the resonance. More-
over, the jump frequencies shift outwards as the input power is
increased. The measured resonance line shapes were shifted verti-
cally by a constant offset for clarity.

I11. NONLINEAR RESONANCE RESPONSE

In the following subsections, we present experimental re-
sults emphasizing the different aspects of the nonlinear re-
sponse exhibited by the B1, B2, and B3 resonators. In Sec.
11 A, a resonance response measurement obtained while
varying the input rf power is presented, showing an abrupt
and low-power onset of nonlinearity. In Secs. Il B-IlI D,,
representative experimental results measured while scanning
the resonance response in the forward and backward direc-
tions are shown, exhibiting, respectively, hysteresis loops
changing direction, metastability, and multiple jumps,
whereas in Sec. Il E, the dependence of the resonance line
shape on the applied dc magnetic field is examined, where
the resonance line shape exhibits a change in the direction of
the jump and vanishing jump features. All measurements
presented were performed at liquid-helium temperature
42 K.

A. Abrupt onset of nonlinearity

In Fig. 2 we present a S;; parameter measurement of the
B1 first mode using a vector network analyzer. At low input
powers, the resonance response line shape is Lorentzian and
symmetrical. As the input power is increased gradually in
steps of 0.01 dBm, the resonance response changes dramati-
cally and abruptly at about —28.04 dBm. It becomes ex-
tremely asymmetrical and includes two abrupt jumps at both
sides of the resonance line shape. The magnitude of the
jumps at some input powers can be as high as 16 dB. As the
input power is increased the resonance frequency is red-
shifted and the jump frequencies shift outwards away from
the center frequency. Moreover, at much higher powers not
shown in the figure, the resonance curve becomes gradually
shallower and broader in the frequency span. It is also worth-
while noting that the intensive evolution of the resonance

134513-2



NONLINEAR DYNAMICS IN THE RESONANCE...

= "' -20.6 dBm
oF
—-20.2 dBm
-2} .
-19.8 dBm
_4, -
-19.4 dBm
ey _6|. -
[01]
= -19 dBm
— -8B B
@« -18.6 dBm
-10} 1
-12} o 9
T.05 —203 dBm
-14} _:_
o) 1
-1.5
-16 Backward sweep 2.5719 2.5724
— | Egrward Snedp Frequency [GHz]
e ' | L 1 |

-18 -
2.545 255 2555 2.56 2.565 2.57 2.575 2.58 2.585 2.59
Frequency [GHz]

FIG. 3. (Color online). Frequency sweep measurement of the B1
resonator at its first mode performed in both frequency directions.
The plots exhibit hysteresis loops forming at the vicinity of the
jumps and hysteresis loops changing direction as the input power is
increased. The black line represents a forward sweep, whereas the
cyan (gray) line represents a backward sweep. The number of mea-
surement points employed in each scan direction is 500 points. The
resonance line shapes were shifted vertically by a constant offset for
clarity. In the inset, a “zoom-in” measurement of the right hysteresis
loop of the B1 first resonance is shown. The measurement, which
was obtained using a spectrum analyzer, includes 100 data points
and corresponds to —20.3 dBm input power.

line shape shown in Fig. 2 takes place within only a
1-dBm power range.

B. Hysteretic behavior

As the response function for nonlinear systems becomes
multiple valued or lacks a steady-state solution in some pa-
rameter domain, nonlinear systems tend to demonstrate hys-
teretic behavior with respect to that parameter.

Frequency hysteresis in the resonance line shape of super-
conducting resonators exhibiting Duffing oscillator nonlin-
earity and other kinds of nonlinearities was observed by sev-
eral groups.’®30 Hysteretic behavior and losses in
superconductors were discussed also in Refs. 25 and 31.
Moreover, recent works, which examined the resonance re-
sponse of a rf tank circuit coupled to a SQUID, have reported
several interesting frequency hysteresis features.32-34

Likewise, measuring the resonance response of our non-
linear resonators yields a hysteretic behavior in the vicinity
of the jumps. However, this hysteretic behavior is unique in
many aspects. In Fig. 3 we show a S;; measurement of the
B1 resonator at its first mode, measured while sweeping the
frequency in both directions. The input power range shown
in this measurement corresponds to a higher-power range
than that of Fig. 2. The black line represents a forward fre-
guency sweep, whereas the cyan (gray) line represents a
backward frequency sweep.

At -20.6 dBm the resonance line shape contains two
jumps in each scan direction and two hysteresis loops. The
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left hysteresis loop circulates clockwise whereas the right
loop circulates counterclockwise. However, the common
property characterizing them is that the jumps occur at
higher frequencies in the forward scan compared to their
counterparts in the backward scan. As the input power is
increased to about —20.2 dBm the two opposed jumps at the
left side meet and the left hysteresis loop vanishes. At about
-19.4 dBm a similar effect happens to the right hysteresis
loop, and it vanishes as well, whereas at higher input powers
(i.e., =19 dBm, -18.6 dBm) the two jumps occur earlier at
each frequency sweep direction, causing the hysteresis loops
to appear circulating in the opposite direction compared to
the —20.6-dBm resonance curve, for instance. As we show in
the next subsection, this picture of well-defined hysteresis
loops is strongly dependent on the applied frequency sweep
rate and on the system noise. A possible explanation for this
unique hysteretic behavior would be presented in Sec. VI.

C. Metastable states

Jumps in the resonance response of a nonlinear oscillator
are usually described in terms of metastable and stable states
and the dynamic transition between basins of attraction of
the oscillator;® thus in order to examine the stability of these
observed resonance jumps, we carried out several measure-
ments.

In one measurement, we have “zoomed in” around the
right jump of the resonance at —20.3 dBm and examined its
frequency response in both directions. The measurement
setup included a signal generator, the cooled resonator, and a
spectrum analyzer. The reflected signal power off the reso-
nator was redirected by a circulator and measured using a
spectrum analyzer. The measurement result obtained using
100 sampling points in each direction is exhibited in the inset
of Fig. 3, where the metastable nature of the jump region is
clearly demonstrated.

In another measurement configuration we have investi-
gated this metastability further by monitoring the effect of
applied broadband noise on the resonance jumps. We applied
a constant white-noise power to the resonator, several orders
of magnitude lower than the main signal power. The applied
white noise level was =58 dBm/Hz (measured separately us-
ing spectrum analyzer) and was generated by amplifying the
thermal noise of a room-temperature 50-Q) load using an
amplifying stage. The generated noise was added to the
transmitted power of a network analyzer via a power com-
biner. The reflected power was redirected by a circulator and
was measured at the second port of the network analyzer.
The effect of the —58-dBm/Hz white-noise power on the B1
first-mode jumps is shown in Fig. 4(a), whereas in Fig. 4(b)
we show for comparison the nearly noiseless case obtained
after disconnecting the amplifier and combiner stage. The
two measurements were carried out within the same input
power range (from -23.9 dBm to —20 dBm).

By comparing the two measurement results, one can make
the following observations. The twofold jumps in Fig. 4(b)
form a hysteresis loop at both sides of the resonance curve.
By contrast in Fig. 4(a), as a result of the added noise, the
hysteresis loops at the right side vanish, while the jumps at
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FIG. 4. (Color online). Frequency sweep measurement of the B1
resonator first mode performed in both directions while (a) applying
white noise of —=58 dBm/Hz (b) without applying external noise.
The black line represents a forward sweep, whereas the cyan (gray)
line represents a backward sweep. The measured resonance curves
were shifted vertically by a constant offset for clarity.

the left side become frequent and bidirectional (indicated by
the thick colored lines).

At a given input drive, the transition rate I'(f) between the
oscillator basins of attraction can be generally estimated by
the expression I'(f) =T gexp(—Ea(f)/kgTesp), 3 where E(f) is
the quasiactivation energy of the oscillator, T is propor-
tional to the noise power, kg is Boltzmann’s constant, and f is
the oscillator frequency, whereas I'y is related to Kramers
low-dissipation form3 and it is given approximately by
fo/Q, where f, is the natural resonance frequency and Q is
the quality factor of the oscillator. From our results we
roughly estimate the order of magnitude of E, to be 10'* K
for the jump on the left.>> Note, however, that this quantity
varies for different transitions and strongly depends on the
operating point.

D. Multiple jumps

Another nonlinear feature—namely, multiple jumps in the
resonance line shape—is observed in the resonance response
of B3, while sweeping the frequency in the forward and
backward directions. In Fig. 5 we show a representative mea-
surement of the first resonance of B3 corresponding to
1.49 dBm input power, exhibiting three jumps in each sweep
direction and four hysteresis loops.

E. dc magnetic field dependence

Measuring the B2 resonator second mode under a dc mag-
netic field yielded additional nonlinear features in the reso-
nance response line shape as shown in Figs. 6 and 7.

In Fig. 6 we show the resonance line shape of the B2
second mode measured while applying a perpendicular dc
magnetic field of 90 mT. As the input rf power is increased
gradually, the resonance line shape undergoes different
phases. While at low and high powers the curves are Lorent-
zians and symmetrical, in the intermediate range, the reso-
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FIG. 5. (Color online). S;; amplitude measurement of the first
resonance of the B3 resonator, measured at an input power of
1.49 dBm. The measurement was done using a network analyzer
employing 4000 measurement points in each direction. The black
line represents a forward frequency scan whereas the cyan (gray)
line represents a backward frequency scan. The plot shows clearly
three jumps within the resonance line shape in each direction, as
indicated by small circles.

nance curves include a jump at the left side, which, as the
input power increases, flips from the upward to the down-
ward direction.

In Fig. 7, where we have set a constant input power of
-5 dBm and increased the applied magnetic field by small
steps, the left-side jump vanishes as the magnetic field ex-
ceeds some relatively low threshold of ~11.8 mT. These ef-
fects will be further discussed in Secs. V and VI.

IV. COMPARISON WITH OTHER NONLINEARITIES

The most commonly reported nonlinearity in supercon-
ductors is the Duffing oscillator nonlinearity. However, this

Upward jump
10
[dBm]
° 24| |
= 6,32
= 23
% R 6.2
o 20—y NSRT -6.18
N 813
e —— 508
e 504
N 2
i 58
-40v?“2‘
v:s
. ——— 1
Magnetic field 90mT

D38 4382 4384 4386 4,388 430 4302 4,304 4.306 4.308
Frequency [GHz]

FIG. 6. B2 nonlinear resonance response measured under a con-
stant magnetic field of 90 mT while increasing the input power. The
resonance which starts as a Lorentzian at low powers, develops into
a resonance curve having an upward jump, a curve with no jump, a
curve having a downward jump, and finally a Lorentzian curve
again as the power is increased. The measured curves were shifted
vertically by a constant offset for clarity.
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FIG. 7. Increasing the magnetic field gradually from zero while
applying a constant input power level of =5 dBm causes the jump
in the B2 resonance line shape to disappear at a relatively low value
of 11.8 mT. This vanishing jump indicates that the jump mecha-
nism is sensitive to the magnetic field. The measured curves were
shifted vertically by a constant offset for clarity.

nonlinearity is qualitatively different from the nonlinearity
we observe in our NbN samples and which is reported in this
paper. In Fig. 8 we show, for the sake of visual comparison,
a resonance response measured at 4.2 K, exhibiting Duffing
oscillator nonlinearity of the kind generally reported in the
literature.31416 This nonlinearity, which can be explained in
terms of resistance change AR and kinetic inductance change
AL,03037 was measured at the first resonance frequency of
a 2200-A-thick Nb resonator employing B2 layout geometry
(T.=8.9 K). The differences between the two nonlinear dy-
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FIG. 8. Duffing oscillator nonlinearity exhibited by a Nb strip-
line resonator employing a B2 layout at its first mode. The different
plots of the S;; amplitude correspond to different input powers,
ranging from —15 dBm to 15 dBm in steps of 1 dBm. As the input
power is increased the resonance becomes asymmetrical and an
infinite slope builds up at the left side of the resonance curve. The
plots were offset in the vertical direction for clarity.
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namics shown in Figs. 2 and 8 are obvious. In Fig. 8 the
nonlinearity is gradual, while in Fig. 2 the power onset of
nonlinearity is abrupt and sudden. In Fig. 8, the resonance
response in the nonlinear regime contains an infinite slope at
the left side, whereas in Fig. 2 the curves contain two jumps
at both sides of the resonance response. In Fig. 8 changes in
the resonance curve are measured on a power scale of
1 dBm, while changes in Fig. 2 are measured on a 0.01 dBm
power scale. Whereas the onset of nonlinearity in Fig. 8 is on
the order of 10 dBm, the onset of nonlinearity in Fig. 2 is
about 4 orders of magnitude lower, ~-28 dBm. Further-
more, the presented nonlinearity differs from Duffing oscil-
lator nonlinearity in its hysteretic behavior and its multiple-
jump feature shown in Fig. 5.

Abrupt jumps in the resonance line shape, similar in some
aspects to the jumps reported herein, were observed in two-
port high-T, YBCO resonators.!®! Portis et al.'° have also
reported some frequency hysteretic behavior in the vicinity
of the jumps. However, one significant difference between
the two nonlinearities is the onset power of nonlinearity re-
ported in these references, which is on the order of
20 dBm?02'—that is, about 5 orders of magnitude higher
than the onset power of nonlinearity of the B1 first mode
(~-28 dBm). All three works'®2! have attributed the non-
linear abrupt jumps to local heating of distributed WL’s in
the resonator film.

V. POSSIBLE NONLINEAR MECHANISM S

The relatively very low power onset of nonlinearity ob-
served in these resonators as well as its strong sensitivity to
rf power highly implies an extrinsic origin of these effects,
and as such, hot spots in WL’s are a leading candidate for
explaining the nonlinearity.

\ortex penetration in the bulk or in WL’s is less likely,
mainly because heating the sample above T, between se-
quential magnetic field measurements has yielded reproduc-
ible results with good accuracy in the magnetic field magni-
tude, the microwave input power, and the jump frequency
(less than 200 kHz offset). Moreover, the low-magnetic-field
threshold ~11.8 mT above which the B2 resonance jump
vanished is about 3.5 times lower than the He, (flux penetra-
tion) of NbN reported, for example, in Ref. 13.

In the following subsection, Sec. VV A, we provide a direct
evidence of WL, whereas in Sec. V B, we exclude the global
heating mechanism as a possible source of the nonlinearities.

A. Columnar structure

It is well known from numerous research works done in
the past®3? that NbN films can grow in a granular columnar
structure under certain deposition conditions. Such columnar
structure may even promote the growth of random WL’s at
the grain boundaries of the NbN films. To examine the NbN
structure we have sputtered about a 2200-A NbN film on a
thin small rectangular sapphire substrate of 0.2 mm thick-
ness. The sputtering conditions applied were similar to those
used in the fabrication of the B2 resonator. Following the
sputtering process, the thin sapphire was cleaved and a scan-
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FIG. 9. A SEM micrograph showing a 2200-A NbN film depos-
ited on a thin sapphire substrate using similar sputtering conditions
as the B2 resonator. The micrograph exhibits clearly the columnar
structure of the NbN film and its grain boundaries.

ning electron microscope (SEM) micrograph was taken at
the cleavage plane. The SEM micrograph appearing in Fig.
9, which shows clearly the columnar structure of the depos-
ited NbN film and its grain boundaries, further supports the
weak-link hypothesis. The typical diameter of each NbN col-
umn is about 20 nm.

B. Frequency sweep time analysis

Resistive losses and heating effects are typically charac-
terized by relatively long time scales.!* In an attempt to con-
sider whether such effects are responsible for the observed
nonlinearities in general and for the jumps in particular, we
have run a frequency sweep time analysis using the experi-
mental setup depicted in Fig. 10. We have controlled the
frequency sweep cycle of a signal generator via FM modu-
lation. The FM modulation was obtained by feeding the sig-
nal generator with a sawtooth wave form of 1/f sweep time
cycle. The reflected power off the resonator was redirected

Signal Generator Chrenlehy

RF output
()
FM modulation !
i Superconducting
output _ 'resonator

) Power Diode

1 Signal Generator

i

Sync Load

D12

Scopeg g

FIG. 10. Frequency sweep time analysis setup. The frequency
sweep time of the microwave signal generator was FM modulated
by a sawtooth wave form of frequency f. The reflected power off
the resonator was measured by a power diode and an oscilloscope.
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2+ Agilent Technologies

FIG. 11. (Color online). Frequency sweep time measurement.
The figure displays the resonance measured by an oscilloscope
while applying a sawtooth FM modulation of frequency 50 kHz
(Tsweep=20 us) to the signal generator. The left and right jumps of
the resonance are still apparent in spite of the fast rate frequency
sweep. Thus indicating that the jumps do not originate from any
global heating mechanism.

using a circulator and measured by a power diode and an
oscilloscope. The left- and right-hand jumps of B2
~4.39 GHz resonance were measured using this setup, while
applying increasing FM modulation frequencies up to
200 kHz. In Fig. 11 we present a measurement result ob-
tained at 50 kHz FM modulation or, alternatively, Tgyeep Of
20 us. The FM modulation applied was 20 MHz around
the center frequency 4.4022 GHz. The measured resonance
response appears inverted in the figure due to the negative
output polarity of the power diode. The fact that both jumps
continue to occur within the resonance line shape (see Fig.
11), in spite of the short duty cycles that are of the order of
~us, indicates that heating processes which have typical
time scales on the order of s to ms (Ref. 14) are unlikely to
cause these effects.

However, the above measurement result does not exclude
local heating of WL’s.*%-*2 Assuming that the substrate is
isothermal and that the hot spot is dissipated mainly down
into the substrate rather than along the film,*® one can evalu-
ate the characteristic relaxation time of the hot spot using the
equation 7=Cd/ «, where C is the heat capacity of the super-
conducting film (per unit volume), d is the film thickness,
and « is the thermal surface conductance between the film
and substrate.** Substituting for our B2 NbN resonator yields
a characteristic relaxation time of 7=5.4x 1078 s, where the
parameters C=2.7x10"2Jcm= K™ (NbN),*2 d=3000 A
(B2 thickness), and a=1.5 W cm 2 K™ at 4.2 K (sapphire
substrate)*? have been used. A similar calculation based on
values given in Ref. 40 yields 7=2.1x107°s. These time
scales are of course 2-3 orders of magnitude lower than the
time scales examined by the FM modulation setup, and thus
local heating of WL’s is not ruled out.

VI. LOCAL HEATING MODEL

In this section we consider a hypothesis according to
which local heating of WL’s is responsible for the observed
effects. We show that this hypothesis can account for the
main nonlinear features observed and that simulations based
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on such a theoretical model exhibit a very good qualitative
agreement with the experimental results.

A. Theoretical modeling

Consider a resonator driven by a weakly coupled feedline
carrying an incident coherent tone b"e™'“s!, where b™" is a
constant complex amplitude and wy, is the drive angular fre-
quency. The mode amplitude inside the resonator A can be
written as A=Be '“r', where B(t) is a complex amplitude,
which is assumed to vary slowly on the time scale of 1/ w,,
In this approximation, the equation of motion of B reads®

aB . . .
E:[I(wp—wo)— y]B—I\e’/Z_ylb'”+C'“, (1)
where w, is the angular resonance frequency, y=y,+7v,,
is the coupling constant between the resonator and feedline,
and 1y, is the damping rate of the mode. The term c'” repre-
sents input noise with vanishing average

(cM=0 (2)
and correlation function given by
(€M™ (') = Gugdlt ~ ). 3)

In thermal equilibrium and for the case of high tempera-
ture kgT> % wg, Where kg is Boltzmann’s constant, one has

2y kgT
=27l
woﬁa)o

(4)

In terms of the dimensionless time 7=wyt, Eq. (1) reads

dB _ i(wp= wp) - "
—:M(B—Bw)+c—, (5)
d’T (O] wq
where
i\s’Tylbi”
o= . (6)
|(0)p —wp) —

Small noise gives rise to fluctuations around the steady-
state solution B... A straightforward calculation yields

Gw
(B-B.f=="" @)
Y
The output signal a®* reflected off the resonator can be writ-

ten as a®'=p%te“p!, The input-output relation relating the
output signal to the input signal is given by*®

bout bin 2
—=——-iy/B, (®)
Yoy  Vwg wo

whereas the total power dissipated in the resonator Q, can be
expressed as®

Q= 7 wp2y,E, 9)

where E=|BJ.

Furthermore, consider the case where the nonlinearity is
originated by a local hot spot in the stripline resonator. If the
hot spot is assumed to be sufficiently small, its temperature T
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can be considered to be homogeneous. The temperature of
the other parts of the resonator is assumed to be equal to that
of the coolant, T,. The power Q heating up the hot spot is
given by Q=aQ; where 0<a=<1.

The heat balance equation reads

C—=Q-W, 10
i Q (10)
where C is the thermal heat capacity, W=H(T-T,) is the
heat power transferred to the coolant, and H is the heat trans-
fer coefficient. Defining the dimensionless temperature**

T-T
O=_—2, (11)
Tc - TO
where T, is the critical temperature, one has
de
——=-90-0,), (12)
r
where
2 E
@, = 294NP= (13)
wod
h(,l)o
p= : (14)
C(Tc - TO)
H
=—, 15
g Con (15)

While in Duffing oscillator equation discussed in Ref. 3
the nonlinearity can be described in terms of a gradually
varying resonance frequency which depends on the ampli-
tude of the oscillations inside the cavity, in the current case,
the resonance frequency wg, the damping rates y; and 7,
and the « factor are considered to have a step function de-
pendence on T, the temperature of the WL’s:

o = Wpg ®<1, (16)
0 Won ®>1,
Y1s ®<1:

= 17

Y1 {Yln 0>1 (17)
Ys ©<1,

= 18

Y2 {72n 0>1 (18)

BESCESS 9)
“ a, ©>1.

In general, while disregarding noise, the coupled differen-
tial equations (5) and (12) may have up to two different
steady-state solutions. A superconducting steady state of the
WL exists when ®.,<1 or, alternatively, when E<E,, where
E=gC(T.—Ty)/2asy,éhi. Similarly, a normal steady state of
the WL’s exists when ®,,>1 or, alternatively, when E>E,,
where E,=gC(T.—To)/2a,von-

In addition, the reflection coefficient S;; in steady state is
in general given by?
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FIG. 12. (Color online). Simulated resonance response obtained
by the hot-spot mechanism model. The different plots simulate the
nonlinear behavior shown in Fig. 2. Panels (a) and (b) correspond to
an increasing drive amplitude b™". The solid lines represent valid
steady-state solutions whereas the dotted lines represent invalid so-
lutions. The black lines represent the normal WL solutions, whereas
the cyan (gray) lines represent the superconducting WL solutions.
The black arrows show the direction of the jumps in the different
cases. The parameters that were used in the simulation are
wos! won=1.0008, Y1/ won=25%X10"%, v,/ wp,=1.5X 1073,
Yonl @on=2.75X 1073, 755/ wpn=5%1073, @,=0.8, as=1, g=0.5,
and p=10710,

b ¥ = 1~ i(wp = ay)
b Yot yi— |(wp‘wo)

S = (20)

B. Simulation results

Simulating the resonator system using this local heating
WL model yields results which qualitatively agree with most
of the nonlinear effects previously presented. In Sec. VI B 1
we simulate the main effects of Secs. 111 A-I1l D, whereas in
Sec. VI B 2 we simulate and provide a possible explanation
to the nonlinear features of Sec. Il E.

1. Abrupt jumps and hysteretic behavior

In Fig. 12 we show a resonance response simulation result
based on the hot-spot model, which simulates the abrupt
jump exhibited in Fig. 2. The solid and dotted lines represent
valid steady-state solutions of the system and invalid steady-
state solutions, respectively, while the cyan (gray) and black
colors represent superconducting WL solutions and normal
WL solutions, respectively. In plot (a) the superconducting
WL solution is valid in the normalized frequency span, and
therefore the system follows this line shape without jumps.
As we increase the amplitude drive b;, we obtain a result
shown in plot (b). As the frequency is swept, jumps in the
resonance response are expected to take place as the solution
followed by the system (according to the initial conditions)
becomes invalid. Thus in the forward sweep direction (as the
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FIG. 13. (Color online). Simulated resonance response obtained
by the hot spot mechanism model. Panels (a), (b), (c), and (d) cor-
respond to an increasing drive amplitude b". The different plots
simulate the nonlinear behavior shown in Fig. 3. The lines and
symbols are the same as in Fig. 12. The parameters that were used
in the simulation are wps/won=0.99989, v,/ wp,=2.5%1073,
Yisl Won=1.5X 1073, yon/ wn=2.75X 1073, v,o/ won=5x%1072, a,
=0.8, as=1, g=0.5, and p=10710,

frequency sweep of Fig. 2), we get two jumps indicated by
black arrows on the figure. Similar to Fig. 2, the magnitudes
of the jumps are unequal (the left jump is larger). This dif-
ference in the magnitude of the jumps is generally dependent
on the relative position between the two resonance frequen-
cies [Eq. (16)]. In the experiment, on the other hand, due to
the metastability of the system in the hysteretic regime, it
depends also on the frequency sweep rate. The simulation
parameters used in the different phases are indicated in the
figure captions.

The behavior of the frequency hysteresis loops exhibited
in Fig. 3 is simulated in Fig. 13. The different plots exhibited
in Fig. 13 correspond to the different phases shown in Fig. 3.
In plot (a) the jumps in the forward direction (indicated by
the arrows in that direction) occur at higher frequencies than
the jumps in the backward direction, whereas in plot (b)
corresponding to a higher drive amplitude b;, we show a case
in which the left-side hysteresis loop vanishes as the two
opposed jump frequencies coincide. If we increase b;, fur-
ther, then at some drive amplitude as shown in plot (c), we
get a similar case of vanishing hysteresis loop at the right
side of the resonance response, whereas at the left side we
get a frequency region where both the superconducting and
normal WL solutions are invalid. In this instable region, tran-
sitions between the invalid solutions are expected, depending
on the number of the sampling points, the sweep time, and
the internal noise. However, due to this instability, the sys-
tem is highly expected to jump “early” in each frequency
direction, as it enters this region (at lower frequencies in the
forward direction and at higher frequencies in the backward
direction), thus leading to the observed change in the direc-
tion of the hysteresis loop. By increasing by, further, one
obtains a case in which both hysteresis loops are circulating
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FIG. 14. (Color online). The dynamical solution of the coupled
equations (5) and (12) at a normalized frequency of w,=0.9952.
The simulation parameters used are the same as those of Fig. 13(d).

in the opposite direction compared to plot (a).

Furthermore, the intermediate jump indicating instability,
which appears at the left jump region of the last resonance
curve in Fig. 3 (corresponding to —18.6 dBm), can be ex-
plained by this model as well. By solving the coupled equa-
tions (5) and (12) in the time domain for a single normalized
frequency w,=0.9952 (arbitrarily chosen in the left-side hys-
teresis region) and using the simulation parameters of Fig.
13(d), one obtains the oscillation pattern of the dimension-
less temperature ® as a function of the dimensionless time 7,
which is shown in Fig. 14. The © oscillations indicating
instability are between the superconducting and normal val-
ues, corresponding to ® <1 and ® >1, respectively.

As to the multiple-jump feature exhibited in Fig. 5, a
straightforward generalization of the model may be needed
in order to account for this effect. Such a generalization
would include several WL’s having a variation in their sizes
and their critical current along the stripline, thus causing
them to switch to the normal state at different drive currents
(corresponding to different frequencies) and as a result in-
duce more than two jumps in the resonance line shape.

2. Magnetic field dependence

In this subsection we show how the model of local heat-
ing of WL’s can also account for the nonlinear dynamics of
the resonance line shape observed under an applied magnetic
field.

To this end, we show in Fig. 15 a simulation result based
on the WL local heating model, which regenerates qualita-
tively the nonlinear behavior of the resonance line shape of
B2 under a constant magnetic field (presented in Fig. 6). At
low drive amplitude b;,, only the superconducting WL
steady-state solution exists, and thus no jump occurs as one
sweeps the frequency [plot (a)]. Increasing the drive ampli-
tude by, [plot (b)] causes the superconducting WL solution to
become invalid in the center frequency region; thus, the reso-
nance response jumps upward (as the system reaches the
invalid region) and stabilizes on the normal WL steady-state
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FIG. 15. (Color online). Simulated resonance response obtained
by the hot-spot mechanism model. The different plots simulate the
nonlinear behavior shown in Fig. 6. Panels (a), (b), (c), (d), and (e)
correspond to an increasing drive amplitude b'™. The lines and sym-
bols are the same as in Fig. 12. The simulation parameters used are
w0n/w05= 1.0002, 71n/w0520.0029, ’}/15/ w05=0.0019, ’}/2”/(1)05
=0.0019, y,¢/ wps=0.0015, a,=1, s=0.8, g=0.5, and p=1071°.

solution, as indicated by arrows in the plot. By increasing the
drive amplitude further [plot (c)] one gets an intersection
point where a smooth transition (without a jump) is expected
to occur between the valid superconducting WL solution and
the valid normal one, whereas in plot (d), where we have
increased by, further, a downward jump in the resonance re-
sponse occurs as the valid normal WL solution lies below the
invalid superconducting WL solution. Finally in plot (e), cor-
responding to a much higher drive, only the normal WL
steady-state solution exists (within the frequency span), and
therefore there are no jumps in the resultant curve.

Another measurement which can be explained using the
WL model is the measurement shown in Fig. 7, where the
left-side jump vanishes as the magnetic field increases above
some low-magnetic-field threshold. This result can be ex-
plained in the following manner. Increasing the applied dc
magnetic field would increase the screening supercurrent
flowing in the film and the local heating of the WL. As the
local heating exceeds some threshold, the superconducting
WL solution would become invalid (within the same fre-
quency span), and consequently, the system would only fol-
low the normal WL solution without apparent jumps.

VIl. SUMMARY

In attempt to investigate and manifest nonlinear effects in
superconducting microwave resonators, several supercon-
ducting NbN resonators employing different layouts, but
similar sputtering conditions, have been designed and fabri-
cated. The resonance line shapes of these NbN resonators
having a very low onset of nonlinearity, several orders of
magnitude lower than other reported nonlinearities,'34546 ex-
hibit some extraordinary nonlinear dynamics. Among the
nonlinearities observed while applying different measure-
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ment configurations are abrupt metastable jumps in the reso-
nance line shape, hysteresis loops changing direction, mul-
tiple jumps, vanishing jumps, and jumps changing direction.
These effects are hypothesized to originate from weak links
located at the boundaries of the columnar structure of the
NbN films. This hypothesis is fully consistent with SEM
micrographs of these films and generally agrees with the ex-
trinsiclike behavior of these resonators. To account for the
various nonlinearities observed, a theoretical model assum-
ing local heating of weak links is suggested. Furthermore,
simulation results employing this model are shown to be in a
very good qualitative agreement with measurements.

Such strong sensitive nonlinear effects reported herein
may be utilized in the future in a variety of applications,
ranging from qubit coupling in quantum computation to sig-

PHYSICAL REVIEW B 73, 134513 (2006)

nal amplification*’ and to the demonstration of some impor-
tant quantum effects in the microwave regime.3*®
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We report the measurement of intermodulation gain greater than unity in NbN superconducting
stripline resonators. In the intermodulation measurements we inject two unequal tones into the
oscillator—the pump and signal—both lying within the resonance band. At the onset of instability
of the reflected pump we obtain a simultaneous gain of both the idler and the reflected signal. The
measured gain in both cases can be as high as 15 dB. © 2006 American Institute of Physics.

[DOI: 10.1063/1.2164925]

In previous publications,™ we have presented and dis-
cussed extensively the unusual nonlinear effects observed in
our nonlinear NbN superconducting resonators, which in-
clude, among others, abrupt jumps in the resonance line
shape, hysteresis loops changing direction, magnetic field
sensitivity, resonance frequency shift, and nonlinear
coupling.3 These nonlinear effects, as it was shown in Ref. 2,
are likely to originate from weak links forming at the bound-
aries of the NbN columnar structure. In the present work, we
examine these nonlinear resonators from another aspect by
applying intermodulation measurements, which are consid-
ered one of the effective tools for detecting and studying
nonlinearities in microwave superconducting devices.*™

The results of the intermodulation measurements of
these resonators not only provide an important insight as to
the possible nonlinear mechanisms responsible for the ob-
served dynamics,>™ they exhibit interesting unique features
as well. We show that driving the nonlinear resonator to its
onset of instability while injecting two closely spaced un-
equal tones lying within the resonance band into the resona-
tor results in high amplification of both the low-amplitude
injected signal and the idler (the tone generated via the non-
linear frequency mixing of the resonator). In Ref. 13,
wherein the case of an intermodulation amplifier based on
nonlinear Duffing oscillator has been analyzed, it was shown
that intermodulation divergence is expected as the oscillator
is driven near the critical slowing down point, where the
slope of the device response with respect to frequency be-
comes infinite. The fact that our NbN resonators do not ex-
hibit Duffing oscillator nonlinearity of the kind employed in
the analysis of Ref. 13, but yet show high intermodulation
gains in the vicinity of the bifurcation points, suggests
strongly that the intermodulation gain effect predicted in Ref.
13 is not unique for the Duffing oscillator, and can be dem-
onstrated using other kinds of nonlinear bifurcations. More-
over, in recent publications by Siddigi et al.,****> where dy-
namical bifurcations between two driven oscillation states of
a Josephson junction have been directly observed, it has been
suggested to employ this Josephson junction nonlinear
mechanism for the purpose of amplification and quantum
measurements.’

The intermodulation measurements presented in this let-
ter were performed on a nonlinear NbN superconducting

dElectronic mail: baleegh@tx.technion.ac.il
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stripline microwave resonator. The layout of the resonator
employed having T,=10.7 K is depicted in Fig. 1(a).
The NbN resonator film was dc-magnetron sputtered on
34 mm X 30 mm X1 mm sapphire substrate near room tem-
perature. The thickness of the resonator is 2200 A. The film
was patterned using standard photolithography process and
etched by Ar ion milling. The coupling gap between the reso-
nator and its feedline was set to 0.4 mm. The fabrication
process parameters as well as other design considerations can
be found elsewhere.*

The basic intermodulation experimental setup that has
been used, is schematically depicted in Fig. 2. The input field
of the resonator is composed of two sinusoidal fields gener-
ated by external microwave synthesizers and combined using
a power combiner. The isolators in the signal paths were
added to minimize crosstalk noise between the signals and to
suppress reflections. The signals used have unequal ampli-
tudes: one, which we will refer to as the pump, is an intense
sinusoidal field with frequency f,,, whereas the other, which
we will refer to as the signal, is a small amplitude sinusoidal
field with frequency f,+f, where f represents the frequency
offset between the two signals. Due to the nonlinearity of the
resonator, frequency mixing between the pump and the sig-
nal yields an output idler field at frequency f,—f. Thus, the
output field from the resonator, which is redirected by a cir-
culator and measured by a spectrum analyzer, consists
mainly of three spectral components: the reflected pump, the
reflected signal, and the generated idler. The intermodulation
amplification in the signal and idler is obtained, as is shown
in this letter, by driving the resonator to its onset of instabil-
ity, via tuning the pump power.

In the intermodulation measurements, we limit the signal
power to be several orders of magnitude smaller than the
pump power, as was assumed in Ref. 13, and require that all
of the tones (pump, signal, idler) lie within the resonance
band of the resonator during the intermodulation operation.

In Fig. 1 we present an intermodulation measurement
applied to the first resonance mode of the resonator
(~2.58 GHz), at 4.2 K, where we measured the idler and the
reflected tones (pump and signal) as a function of both the
transmitted pump power and frequency. The experimental
results presented here were obtained while decreasing the
pump power gradually at each given frequency. The pump
power range was set to include the onset of nonlinear bifur-
cations of the resonator first mode, which occurs at relatively

© 2006 American Institute of Physics
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low input powers of the order of =25 dBm, whereas the sig-
nal was set to a constant power level of —60 dBm. The
pump-signal frequency offset f was set to 2 kHz, very much
narrower than the resonance band (thus ensuring that all
three signals lie within the resonance line shape during the
measurement process).

The reason for varying the pump power rather than its
frequency to the onset of bifurcation is mostly because the
bifurcations along the frequency axis are abrupt,” in contrast
to the bifurcations along the power axis, which are more
gradual. In Fig. 1, plots (b), (c), and (d) show contours of the
reflected pump power, idler gain, and signal gain, respec-
tively, as a function of pump power and pump frequency.
Large amplifications of the idler and the signal are measured
simultaneously as the reflected pump power bifurcates at a
given pump frequency, as its power is decreased below some
power threshold. These amplification peaks can be better
seen in Fig. 3, where we show the idler gain and the signal
gain at 2.5879 GHz (A-A” cross section), plotted on the
same axis with the reflected pump power for comparison.

The amplification gain [dB], which is defined as the dif-
ference between the idler or signal power at the resonator
output [dBm] and the signal power [dBm] at the resonator
input (losses in cables and passive devices are calibrated),
reaches 14.99 dB at its peak in the case of the idler gain, and
13.91 dB in the case of the signal gain.

In Fig. 4 we show a power-frequency hysteresis of the
reflected pump signal, which implies that the nonlinear reso-
nance shape of the resonator, as a two-dimensional function
of input power and frequency, is multivalued; therefore, care
must be taken in choosing the path in reaching each point in

Signal

Isolator

Spectrum
analyzer

FIG. 2. A schematic drawing of the intermodulation setup used.
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FIG. 1. (Color online) Intermodulation measurement
results employing the first mode of the resonator. Plot
(a) depicts the layout of the resonator. Plots (b), (c), and
(d) exhibit contours of the reflected pump power, idler
gain, and signal gain, respectively, as a function of
transmitted pump power and pump frequency. The re-
sults were obtained while gradually decreasing the
pump power. The frequency offset between the pump
and signal was set to 2 kHz, whereas the signal power
was set to —60 dBm. The cross sections A-A” are
shown in Fig. 3.

[dB]

the power-frequency plane. Furthermore, in the forward
sweep of the pump, no positive gain has been detected in the
idler or signal. This may be partly due to the less steep slopes
associated with bifurcations in the forward direction, as seen
in Fig. 4(b).

Based on these high gains demonstrated experimentally
at T=4.2 K (and f~2.5 GHz), it is interesting to consider
the feasibility of demonstrating some important quantum
phenomena using these nonlinear effects in the quantum re-
gime where Aw>kgT (T<100 mK). As in Ref. 13, we con-
sider the mode of operation wherein a homodyne detection
scheme with a local oscillator having the frequency of the
pump is employed to measure the resonator output. The
noise floor of the device is characterized by the power spec-
trum P of the homodyne detector output, where the only
externally applied input is the pump. In the nonlinear regime
of operation noise squeezing occurs; namely, P becomes de-
pendent periodically on the phase of the local oscillator ¢, o
relative to the phase of the pump. In particular, for an inter-
modulation amplifier having a gain larger than unity, as the
one described in the present work, the maximum value of
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FIG. 3. (Color online) The idler and signal gains at the A-A” cross section
of Fig. 1 are shown as a function pump power. The reflected pump power at
the same cross section A-A” is also drawn on the same axis for comparison.
A simultaneous amplification in the idler and signal is measured at the onset
of instability of the reflected pump power.
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P(¢#. o) may become larger than the value corresponding to
equilibrium noise. In the quantum limit, where Zw>KkgT,
this effect is somewhat similar to the well known dynamical
Casimir effect,'® where a parametric excitation is employed
to amplify vacuum fluctuations and to generate photons.

In conclusion, we have measured intermodulation gain
in several nonlinear NbN superconducting stripline resona-
tors, at relatively low temperatures ~4.2 K. An intermodu-
lation gain as high as ~15 dB was achieved. Moreover, we
showed that the reflected pump power, as well as the signal
gain and the idler gain, demonstrate strong hysteretic behav-
ior in the frequency-pump power plane. The intermodulation
gain results were found to be both reproducible and control-
lable, which is a preliminary condition for any practical ap-
plication. Whereas the underlying physics remains an out-
standing challenge for future research, these nonlinear
resonators operated as intermodulation amplifiers may be po-
tentially employed, in the future, in generating low-noise mi-
crowave signals, signal switching, and even in producing
quantum squeezed states’® and amplifying quantum zero-
point fluctuations.
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Abstract

We exploit nonlinearity in NbN superconducting stripline resonators, which originates from local thermal instability, for studying stochastic
resonance. As the resonators are driven into instability, small amplitude modulation (AM) signals are amplified with the aid of injected white
noise. Simulation results based on the equations of motion for the system yield a good agreement with the experimental data both in the frequency

and time domains.
© 2007 Elsevier B.V. All rights reserved.

Keywords: Nonlinear resonators; Superconducting devices; Stochastic processes

The notion that certain amount of white noise can ap-
preciably amplify small periodic modulating signals acting
on bistable systems, generally known as stochastic resonance
(SR), has been over the last two decades of a great interest [1-
4]. It has been applied for instance to account for the periodicity
of ice ages occurring on earth [5], as well as to explain some im-
portant neurophysiological processes [6]. Furthermore, it has
been used to amplify small signals in various nonlinear sys-
tems, e.g. the intensity of one laser mode in a bistable ring laser
[7], the magnetic flux in a superconducting quantum interfer-
ence device [8], and even more recently, a small periodic drive
of a nanomechanical oscillator [9,10]. The performance of an
amplifier based on SR strongly depends in general on the un-
derlying mechanism responsible for nonlinear instability. Here
we employ a novel thermal instability mechanism, which has
been recently discovered in superconducting NbN microwave
resonators [11], to study SR. Contrary to other systems, which
were employed before for studying SR, the dynamics in the
present case is piecewise linear [12]. Moreover, the correlation
time of the dynamical variable, which triggers transitions be-
tween metastable states, namely the temperature, is finite in our

* Corresponding author.
E-mail address: baleegh@tx.technion.ac.il (B. Abdo).

0375-9601/$ — see front matter © 2007 Elsevier B.V. All rights reserved.
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system [13]. These unique properties give rise to extreme non-
linearity, which occurs at a relatively low power level [14]. As
we demonstrate in this Letter, both experimentally and theoreti-
cally, this mechanism is highly suitable for achieving high gain
amplification at a relatively low power level.

In the experiment the resonators are driven into instability
using a microwave pump having a frequency, which lies within
the resonance band of the system. The amplified signal in this
scheme is a small amplitude modulation (AM) drive modulat-
ing the pump signal with a relatively low frequency.

The superconducting resonator is fabricated in stripline
geometry while using Sapphire as a dielectric material. The
layout of the center conductor implemented is shown at the top-
right corner of Fig. 2. Fabrication details as well as nonlinear
characterization of such resonators can be found in Ref. [11].

In order to set a possible working point of the resonator at the
metastable region, two preliminary hysteresis measurements
were performed. In one measurement exhibited in Fig. 1(a),
forward and backward frequency sweeps of the reflection pa-
rameter S11, measured for the resonator fundamental mode at
fo ~ 2.57 GHz, reveal two hysteresis loops at both sides of the
resonance line shape at which the resonator becomes bistable.
In another measurement shown in Fig. 1(b) the frequency of the
pump f, was set to 2.565 GHz positioned at the left side of the
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resonance, while the input power was swept in the forward and
the backward directions. A hysteresis loop of the reflection pa-
rameter appears in this measurement as well, this time along the
power axis. Thus, the working point was setto f), = 2.565 GHz,
Py = —21.5dBm, while the applied modulation drive is a sinu-
soidal AM signal with a modulation amplitude Amog = 0.27.

A schematic diagram of the experimental setup employed in
the measurement of SR is depicted in Fig. 2. A coherent signal
Py cos(wpt) with angular frequency w, = 2 f,, is AM modu-
lated using a sinusoidal generator with an angular frequency 2.
The modulated signal is combined with a white noise and in-
jected into the resonator. The white noise, which is generated
using a noise source is amplified using an amplifying stage and
tuned via an adjustable attenuator. Thus, the input signal power
fed to the feedline of the resonator (after calibrating the path
losses) reads

Pin(1) = Po[1 4 Amod Sin(21 + )| cos(w1) + &(1), 1)

where &(r) denotes a zero-mean Gaussian white noise
(£()) = 0, with autocorrelation function (£(1)&(t)) =
2DS(r — t'), where D is the noise intensity. Whereas, the re-
flected power off the resonator is mixed with a local oscillator
with frequency f, and measured simultaneously in the time
and frequency domains using an oscilloscope and a spectrum
analyzer respectively.

It is worthwhile to point out here that the SR phenomenon
excited by means of AM modulation (Eg. (1)), can be consid-
ered as well as a high-frequency stochastic resonance of the
kind defined by Dykman et al. [15] and demonstrated experi-
mentally by Chan and Stambaugh [16] on nanomechanical os-
cillators, where the frequencies of the weak modulating drive

B. Abdo et al. / Physics Letters A 370 (2007) 449-453

w, £ 2 lie close to the frequency of the main periodic driving
force w,,.

Furthermore, for small amplitudes of the modulation signal
Amod < 1 and in steady state conditions, the spectral density of
the reflected power at the output of the homodyne setup, can in
general be written in the form [3,4]

S(w) =21 P{8(w) + 7 Y _ AL(D)[8(w — n2)
n=1
+8(w+n2)] + Sy (), )

which is composed of a delta spike at dc (w = 0), delta spikes
with amplitudes A (D) centered at w = +nf2,n=1,2,3, ...,
and a background spectral density of the noise denoted by
Sn(w). Whereas Pj designates the dc component of the re-
flected power.

As it is known, one of the distinguished fingerprints of SR
phenomenon is a peak observed in the signal to noise ratio
(SNR) curve as a function of the input noise intensity D, corre-
sponding to some nonzero intensity Dsg. This counterintuitive
amplification in SNR curve is generally explained in terms of
coherent interaction between the modulating signal and the sto-
chastic noise entering the system.

In this framework the SNR for the nth harmonic can be de-
fined as [1]

SNR, =27 A(D)/Sy (n£2), @)

where SNR of the fundamental harmonic corresponds to n = 1.

In Fig. 3(a) and (b), two SNR data curves (blue) are drawn
as a function of the noise intensity, corresponding to the odd
harmonics n = 3 and n = 5 respectively. Both curves display
a synchronized peak in the SNR around Dsr of 0.94 fW/Hz.
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Fig. 1. (Color online.) (a) Forward and backward frequency sweeps applied to the first mode of the resonator at ~2.57 GHz. The sweeps exhibit hysteresis loops
at both sides of the resonance line shape. The plots which correspond to different input powers were shifted by a vertical offset for clarity. (b) Reflected power
hysteresis measured at a constant angular frequency ), = 2 x 2.565 GHz which resides within the left-side metastable region of the resonance. For both plots the
black (dark) line represents a forward sweep whereas the green (light) line represents a backward sweep.
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Fig. 3. (Color online.) Panels (a) and (b) show measured (blue) and simulated (red) SNR curves of the output harmonics n = 3 and n =5 as a function of the
input noise intensity. Panels (c), (e), (g) and (i) at the left exhibit typical snapshots of the reflected signal measured in the time domain as the input noise in-
tensity D is increased. While panels (d), (f), (h) and (j) show the corresponding simulation results. Panels (c)—(d) and (e)—(f) correspond to noise intensities
below DgR. Panels (g)-(h) correspond to a noise intensity of Dgr = 0.94 fW/Hz. Panels (i)-(j) correspond to noise intensities higher than Dgr. The dot-
ted sinusoidal blue line represents the modulation signal. While the upper (blue) and lower (red) constant lines plotted in the simulation results represent the
steady state solution of the resonator in the (S) and (N) phases of the hot spot. The simulation parameters used are: wp,, = 2w x 2.57 GHz, wq,/wg, = 1.002,
Yis/won = 1.1 x 1073, yo fap, = 2.7 x 1073, y1,, fwo, = 1073, yo, fwp, = 2 x 1073, wp /wp, = 0.9991, (B'™)2/wp, =9 x 10°, 2/27 =1 kHz, Tp = 4.2 K,
T,=10.7K, C=12x 10712 J/K, H =3 x 107° W/K.

The data of the first harmonic (not shown here) exhibit an SNR Typical results of SR measured in the time domain are shown
peak of 2 x 10° at Dsg. in the left panels of Fig. 3. Panels (c) and (e) correspond to
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low noise levels below Dsg. Panel (c) shows the reflected si-
nusoidal at £2 /27 = 1 kHz without jumps. Panel (e) shows the
reflected sinusoidal containing a few arbitrary jumps. Whereas,
panel (g) which corresponds to the resonance noise Dsr ex-
hibits one jump in the reflected signal at every half cycle. Thus,
satisfying generally the time-scale matching condition for SR
given by t(DsRr) = T /2, where T, =27 /2 and ©(D) is the
metastable state lifetime corresponding to the noise intensity D
[1]. In panel (i) on the other hand, the case of a noise level
higher than Dsg is shown at which the coherence between the
modulating drive and the noise is lost and the noise fluctuations
almost completely screen the signal.

In order to retrieve the experimental results observed in the
time and frequency domains shown in Fig. 3, we employ the
theoretical model elaborated in [13], according to which, the
nonlinear dynamics exhibited by the system can be described to
a large extent using two coupled equations of motion, one for
the slowly varying amplitude of the resonator mode B given by

dB [ i
o= [i(a)p — wp) — y]B —iy/2y1b" + ", 4

and the other for the hot spot temperature T (the model assumes
one dominant hot spot) which reads

C=2-W (5)
where wy is the angular resonance frequency, 5" is the am-
plitude of the coherent tone injected to the resonator feedline
bMe~i®p! y =y + yo, Where y; is the coupling factor be-
tween the resonator and the feedline, y» is the damping rate
of the mode, C is the thermal heat capacity, Q = hwo2y2|B|?
is the power heating up the hot spot, W = H(T — Tp) is the
power of the heat transfer to the coolant which is assumed to be
at temperature 7o, while H is the heat transfer coefficient. The
term ¢'" represents an input noise with a random phase (c'") =0
and an autocorrelation function (¢ (#)c"™ (t")) = Gwpd (t — t),
where G = yD/ha)(zJ. Whereas in order to obtain the reflected
signal b°%Ute—i@r! the following input-output relation is used
[13]

PO =p" — i /291 B. (6)

Furthermore, this model assumes a step function dependence
of the resonator parameters wy, 1, y2 on the hot spot tempera-
ture T. As T exceeds the critical temperature 7, (the hot spot
in the normal (N) phase) the resonator is characterized by woy,
Y1n, Y2n, While in the complementary case where T < T, (the
hot spot in the superconducting (S) phase), these parameters
equal woy, Y15, V2s-

Due to the dependence of the stored energy inside the res-
onator on the resonance frequencies and the damping rates of
the resonator, and the dependence of these parameters on the
temperature of the hot spot, the system may have, in general, up
to two locally-stable steady states, corresponding to the S and
N phases of the hot spot. The stability of each of these phases
depends on both the power and frequency parameters of the in-
jected pump tone. In general there exist four different stability
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Fig. 4. (Color online.) Stability diagram showing the stability zones of the simu-
lated nonlinear system as a function of the injected pump power and frequency.
The red and blue lines in the figure denoted by N and S represent respec-
tively the threshold of the N and S states, which consequently divides the pump
power-frequency plane into four stability zones. Two are monostable zones,
where either the S phase or the N phase is locally stable. Another is a bistable
zone, where both phases are locally stable. The third is an astable zone, where
none of the phases are locally stable. The working point employed in the simu-
lation is indicated by a small cross drawn within the bistable region, while the
vertical double arrow passing through this point illustrates the operation of an
AM modulation. The various model parameters employed in the simulation are
listed in the caption of Fig. 3.

zones [17] (see Fig. 4). Two are monostable zones, where ei-
ther the S phase or the N phase is locally stable. Another is a
bistable zone, where both phases are locally stable. The third
is an astable zone, where none of the phases are locally stable.
Consequently, by setting the average value of (b")2 (which is
proportional to the pump power) such that the system is located
within the bistable region (see Fig. 4), and further determining
an appropriate small amplitude ac component (which represents
the signal with frequency £2), one gets the theoretical fit lines
(red) plotted in Fig. 3(a) and (b). Thus, apart from the y-axis
scaling factor applied to coincide the SNR peaks with those of
the data, the model, despite its simplicity, yields a relatively
good agreement with the experimental data. Likewise, a good
agreement is obtained also in the time domain, where the time
simulations (d), (), (h), (j) are drawn at the right of the cor-
responding measurement results. The constant upper (blue) and
lower (red) lines shown in these panels correspond to the steady
state of the resonator (hot spot) in the S and N phases respec-
tively. It is worthwhile mentioning that some of the model para-
meters applied in the simulation (listed in the caption of Fig. 3)
were measured directly (won, wos, To, Te, 2/27, wp), whereas
others were set to typical values characterizing superconducting
nonlinear resonators made of NbN (y4, y2, C, H) [11].
Moreover, by inspecting the time response of the measure-
ment results mainly panels (g) and (i), we find that the reflected
modulated signals exhibit a rather rectangular shape. Such dis-
tortion of the sinusoidal shape at the output is very likely to
originate from the dispersive character of the system response
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as was suggested in Refs. [4,18]. Furthermore, by comparing
these experimental data to the simulation plots exhibited in pan-
els (h) and (j), one can verify that the suggested theoretical
model manages to reproduce this feature as well.

In conclusion, nonlinear NbN superconducting resonators
have been shown to exhibit SR when driven into the bistable
region. Simulations based on the thermal instability model of
the system succeeds to reproduce most of the measured SR fea-
tures. Moreover, amplification of a slowly varying AM signal
carried by a microwave pump is shown to be feasible by estab-
lishing a resonant cooperation between the modulating signal
and the injected stochastic noise. Hence, such amplification
scheme may be applicable in communication area. Namely, am-
plifying weak AM signals modulating a high frequency carrier
[19] (located within the resonator metastable region), by means
of tuning the input noise. Though to some extent, the range of
possible application in this area might be limited by the nonlin-
earity of this amplification mechanism.
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We study thermal instability and formation of local hot spots in a driven nonlinear NbN
superconducting microwave resonator. White noise injected into the resonator results in transitions
between the metastable states via a process consisting of two stages. In the first stage, the input noise
entering the system induces fluctuations in the resonator mode. While in the second one, these mode
fluctuations result in phase transitions of the hot spot due to induced temperature fluctuations. The
associated noise-activated escape rate is calculated theoretically and measured also experimentally
by means of driving the system into stochastic resonance. A comparison between theory and
experiment yields a partial agreement. © 2007 American Institute of Physics.

[DOI: 10.1063/1.2722241]

I. INTRODUCTION

The simple model of noise activated escape of a Brown-
ian particle over a potential barrier succeeds to explain the
basic behavior of a large number of metastable systems in
nature.* Examples of such systems can be found in almost all
major fields of science: physics, chemistry, biology, and even
engineering.2 For instance, it explains biochemical reactions
in alternating current-driven protein,3 the lifetime of zero-
voltage state in Josephson junctions,** the magnetization re-
versal in nanomagnets®® noise-activated switching in
micro-° and nanomechanical®* oscillators, and photon-
assisted tunneling in semiconductor hetrostructures.**

A well-known pioneering work on the subject is Kram-
mer’s in 1940. In his seminal paper,13 he derived relatively
simple expressions for the thermally induced escape rate in a
one-dimensional asymmetric double-well potential. In gen-
eral, these escape rate expressions take the form of I’
=I"y exp(-Uy/kgT), where Uy, is the potential barrier height,
kg is the Boltzmann’s constant, T is the temperature (where
the limit kgT< Uy, is assumed), and I'y is a rate prefactor.
Important extensions and refinements to this formula aimed
either to include a wider range of damping regimes™ or
accommodate the solutions to other cases such as nonequi-
librium systems, have been contributed by many authors
over the years.'™*® Examples of such nonequilibrium sys-
tems are metastable potentials modulated by deterministic
forces,®® e.g., the case of stochastic resonance,??* or meta-
stable systems subjected to nonwhite noise.”*?* Moreover,
efforts have been invested also in extending Krammer’s rate
theory to describe metastable systems in the quantum
limit, 2> where escape is dominated by tunneling.

In the present article we study the escape rate of meta-
stable states of thermally instable superconducting stripline
resonators both theoretically and experimentally. In recent
studies?”*® we have experimentally demonstrated such insta-
bility in NbN superconducting resonators. The measured re-
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sponse of the system to a monochromatic excitation was ac-
counted for by a theoretical model, which attributed the
instability to a local hot spot in the resonator, switching be-
tween the superconducting and the normal phases. Nonlin-
earity, according to this model, results due to coupling be-
tween the equations of motion for both, the mode amplitude
in the resonator and the temperature of the hot spot. The
coupling mechanism is based on the dependence of both, the
resonance frequency and the damping rate of the resonator
on the stripline impedance, which in turn depends on the
temperature of the hot spot. Moreover, we have employed
this instability to demonstrate experimentally intermodula-
tion gain,? stochastic resonance,™ self-sustained modulation
of a monochromatic drive,* period doubling bifurcation,
and noise squeezing.*

In the case of thermally instable superconducting strip-
line resonators, the escape mechanism governing the lifetime
of the metastable states differs in general from many of the
examples mentioned earlier. In this case, the input noise in-
duces escape in a two-stage process. The direct coupling
between the input noise and the driven mode leads to fluc-
tuations in the mode amplitude, which in turn, induce fluc-
tuations in the heating power applied to the hot spot. Conse-
quently, the fluctuating heating power, which is characterized
by a finite correlation time, leads to temperature fluctuations.
Escape occurs when the temperature approaches the critical
value and a phase transition takes place in the hot spot.

The remainder of this article is organized as follows. In
Sec. Il the steady state solutions of the equation of motion
for the resonator-mode are derived for the case of local heat-
ing instability. In Sec. Il a perturbative approach is applied
in order to include the effect of thermal fluctuations. In Sec.
IV an escape rate expression characterizing the metastable
states of the resonator is obtained. In Sec. V a brief explana-
tion regarding stochastic resonance measurement is given.
While in Secs. V A and V B, stochastic resonance measure-
ment results are employed in order to extract some of the
transition rate parameters characterizing the system. Finally,
a brief summary concludes this article in Sec. VI.
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Il. STEADY STATE SOLUTIONS

Consider the case of a superconducting stripline micro-
wave resonator weakly coupled to a feedline. Driving the
resonator by a coherent tone ay'=b""e 't injected into the
feedline, excites a mode in the resonator with an amplitude
A=Be sl where w, is the drive angular frequency, b is a
constant complex amplitude proportional to the drive
strength, and B(t) is a complex mode amplitude which is
assumed to vary slowly on the time scale of 1/ ),

A. Mode amplitude

In this approximation, the equation of motion for B
reads®

dB . . o
o =[i(wp— wp) = ¥]B - IV’,Z_)/lb'" +c", (1)
where g is the angular resonance frequency, y=vy;+7,,
where v, is the coupling factor between the resonator and the
feedline and 1y, is the damping rate of the mode. The term c"
represents an input noise with a random phase

(cM =0, ()
and autocorrelation functions given by

(€(H)c"(t')) = (™ (" (') =0, (3)

(€ ()" (1)) = Gapd(t - ), (4)

By further assuming a thermal equilibrium condition at
temperature Ty and a relatively high temperature case
kg Tet>>fiwg, One has

kgT,
G= LBt (5)
(1)0 ﬁwo

Rewriting Eqg. (1) in terms of the dimensionless time 7
= wgt and using the steady state solution

iV2y,b"
L=l (6)
|(wp —wp) Y
yields the following compact form:
db in
2 b= W)
dr wy

where b=B-B,, represents the difference between the mode
amplitude variable and the steady state solution, while X\
reads
— | —
A= Y (wg wo). ®)
Wo

By applying the methods of Gardiner and Collett intro-
duced in Ref. 35, one can obtain the following input-output
relation:

bout = pin — 112, B, (9)

which relates the output signal aj"'=b®"'e”“' reflected off
the resonator to the input signal aj'=b™e™'“s' entering the
system.
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Thus, the reflection parameter r in steady state is in gen-
eral given by

:im: 72‘71‘i(wp‘wo)
by, + 71‘i(wp‘wo)’

(10)

which is obtained by substituting B, of Eq. (6) in the input-
output relation given by Eq. (9) and dividing by the input
drive amplitude b'™.

B. Heat balance of local heating

Assuming that the resonator nonlinearity is dominated
by a local hot spot in the stripline resonator, and that the hot
spot area is sufficiently small in order to consider its tem-
perature T to be homogeneous, the heat balance equation
reads>

C—=0Q-W, (11)

where C is the thermal heat capacity of the hot spot, Q is the
power heating up the hot spot given by Q=aQ;, where Q; is
the total power dissipated in the resonator given by Q
=hwy27,|Bl? and « is a positive coefficient 0=a =1, while
W=H(T-T,) is the power of the heat transfer to the coolant,
which is assumed to be at a constant temperature T,, where
H is the heat transfer coefficient to the substrate.

In terms of the dimensionless time 7 and the dimension-
less temperature given by

T-T
=—, (12)
Tc - TO
Equation (11) reads
de
—+ g(@ - ®oo) = 07 (13)
dr
where the following quantities have been defined:
H
=—, 14
g Con (14)
and
2hay,|B|?
= 0172| | . (15)
gC(Tc - TO)
Hence, the steady state solution of Eq. (13), reads
2hay,|B.|?
_ 0172| | (16)

0T 9C(T,-Ty)

Moreover, if one further assumes that the fluctuation of
B around B, is relatively small, one can rewrite Eq. (13) in
the following form:

g—i +g6=f, (17)
where

0=0 - 0., (18)
and f reads
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b b\

f—g®m0[8m+<8w> } (19)
where second order in b was neglected.

In general, when a hot spot is generated or alternatively
diminished in the stripline, it affects the resonator parameters
g, Y1, Y2, and a and may induce as a result jumps in the
resonance response curve. Moreover, as we have already
shown in previous publications,>"?® most of the nonlinear
experimental results exhibited by our superconducting NbN
resonators can be modeled to a very good extent by assum-
ing a step function dependence of the resonator parameters
wg, Y1, Y2, and « on the hot spot dimensionless temperature

®!
Wog ®<1 Yis ®<l
= . Y= , 20
o {wOn o>1 " {yln 0>1 20)
0<1 0<1
nz{”s , a:{“s . (21)
Yo ©>1 a, 0>1

In addition, we have shown that, in general, while disre-
garding noise, the coupled Egs. (7) and (13) may have up to
two different steady state solutions. A superconducting
steady state (S) of the hot spot exists when 0.,,<1, or alter-
natively when E=|B[?><E,, where Ec=gC(T,~Ty)/2asy,dh.
Similarly, a normal steady state (N) of the hot spot exists
when 0.,,>1, or alternatively when E>E,, where E,
=g9C(Tc=To)/ 2an yorht-

lll. FLUCTUATIONS

In this section we assume a nonzero noise term c(t)
entering the resonator, thus giving rise to fluctuations around
the steady state solution of the system.

A. Mode fluctuations
In this case the solution of Eq. (7) reads
1 (7. /
b(7) =b(0)e™"+ — | c"(r)eM"dr. (22)
WoJo

For relatively long times y7/wy>>1 one gets by using
Eqg. (2) a zero mean value of the mode fluctuation b,

(b(7) =0, (23)

whereas by using Egs. (3) and (4), respectively, one obtains
the following autocorrelation functions:

(b(7)b(7y)) = <b*(7'1)b*(7'2)> =0, (24)
and
* G *
(b(rb"(mp) = — e 7, (25)
2y
which implies that fluctuations in the heating power of the
hot spot are characterized by a finite correlation time which

is set by the resonator parameter \.

B. Local heating fluctuations

J. Appl. Phys. 101, 083909 (2007)

Similarly, the solution of the heat balance Eq. (17) can
be written as

0(7) =<0(7) + Ay(7), (26)
where
(6(7)=6(0)e7", (27)

is the mean value of 6 variable and
IVOE f H(r)e™d7, (28)
0

is the deviation from the mean value.

The variance of 6, which is denoted as (AZH(T)), can be
derived with the use of Egs. (28), (19), and (25). In the case
of small 7, namely the case when gr<1 and |\|7< 1, one
has to lowest order in 7,

(29)

On the other hand, for relatively long times g=>>1 one
finds

GOZ, gwg Y+ 9w

B.* v (y+gwp)?+ (wp— )’
As transitions between Sand N states depend also on the

rate at which the temperature of the hot spot changes, one

needs to calculate the fluctuations in this quantity as well.
Thus, by taking the square of Eq. (17) one obtains

(A% =

(30)

d(¢
£+ 9—( L g’ e* =1, (31)
dr
where the variable { represents the temperature change rate

(== s2)

Expressing £(7) as a sum of a mean value and a devia-
tion terms in a similar manner to Eq. (26) yields

{(1) =(L(n)) + A7) (33)

To evaluate the variance of (7), which is denoted as
<A§(r)), in the limit of relatively long times we employ Egs.
(31), (30), and (19) and the autocorrelation functions given
in Egs. (24) and (25) to get

g°GO%g wy (wp— wp)® + Yy + guy)
B.]> ¥ (y+gwp)?+ (wp— wp)?’

(A% = (34)

IV. ESCAPE RATE

Escape from Sto N states originates from a flux at point
0®=1 (or #=1-0.,) flowing from ©® <1 to @ >1, or vise
versa for the case of escape from N to S states. Thus, the
escape rate is given by
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F = (‘)Of gf(l - ®0007 g)d{, (35)
0

where (6, ¢) is the joint probability distribution function of
the random variables 6 and {. As was shown earlier, in the
limit of relatively long times where g7>>1, the expectation
values (#) and () vanish. In general, f(8, ¢) is expected to
represent a joint normal distribution. Moreover, 6 and ¢ vari-
ables become statistically independent as the expectation
value (#) becomes time independent (which applies in the
above limit g7>>1). This can be readily inferred from the
following relation:

(AAY = —ﬁ (040, (36)

which can be obtained by a direct substitution of A, and A,
definitions given by Egs. (26) and (33).
Thus, by applying the previous approximations one finds

wy EXP[_ (1_@&0)2] * §2
M= — 228 f ( )d 37
2m(AZN(AZ) HAD o cexp 2(A%) ¢ 37

Furthermore, by evaluating the above integral, substitut-
ing instead of G and O, [given by Egs. (5) and (16) respec-
tively], and using the simplifying notations

1(y+ guwo)? + (wp— wp)®

Cr= (38)
2 gwo(y + gwp)
P = @ Jg[(wp— wo)” + ¥y + gun)] 39
2 wo(y + gwo)
one gets
Cr(U,.- um)Z]
r=r - =e el 4
0 eXp[ UkeTur | (40)
where
U.. = fiwg|B.|%, (41)

is the energy stored in the resonator corresponding to the
steady state amplitude B, and

U, = fiwg| B¢, (42)

is the mode energy corresponding to the critical amplitude B,
at which 0,,=1, namely

2

1= ocO = M (43)

gC(Tc - TO)

Note that typically in our NbN devices?® y/gwy=1072
Thus, by assuming the limit v/gwy<1, and the resonance
case wp= wy, the above rate expression appearing in Eq. (40)
reduces into

/ 1(Ug-U.)°
= Y99y {— 1= Ua) ] (44)
2m 2 U.kgTes
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V. STOCHASTIC RESONANCE

In order to examine experimentally the escape rate ex-
pression derived in Eq. (40), we employed stochastic reso-
nance technique. Basically, stochastic resonance phenom-
enon demonstrates how a weak periodic signal, applied to a
nonlinear metastable system, can be amplified at the system
output with the aid of certain amount of zero-mean Gaussian
white noise. The amplification of the signal occurs when a
resonant cooperation is established between the small peri-
odic signal and the white noise entering the system. In gen-
eral, such a coherent interaction between the signal and the
noise occurs when the angular frequency  of the signal,
which periodically modulates the double-well potential of
the system, becomes comparable to the escape rate of the
metastable states in the presence of the white noise.

One advantage of applying this measurement technique
is that once the system is tuned at the stochastic resonance
condition statistical data belonging to both metastable tran-
sitions can be gathered simultaneously.

In the experiment we employed a superconducting reso-
nator which is made of NbN and implements a stripline ge-
ometry. The center conductor film of the resonator of thick-
ness 2200 A was direct current-magnetron sputtered on a
34 mm X 30 mm X1 mm sapphire substrate in an ambient
gas mixture of Ar/N, at room temperature. The resonator
patterning was done using standard ultraviolet lithography
and ion milling. Additional fabrication process parameters
are listed in Ref. 27. Whereas further modeling and charac-
terization of these nonlinear devices are discussed in Ref. 28.

One direct manifestation of the metastability states of the
resonator, is the occurrence of jumps in the resonance line
shape as can be seen for example in Fig. 2(a), where a re-
flection parameter measurement of the first resonance mode
of the resonator at fo=wy/27=2.575 GHz is shown. The
different plots corresponding to an increasing input power
were shifted downward by a constant offset for clarity. More-
over, as the pump frequency is swept in the forward and
backward directions two frequency hysteresis loops emerge
at both sides of the resonant curve. Thus revealing the fre-
quency range at which the system is metastable.

On the other hand, in Fig. 2(b) we show a reflected
power hysteretic behavior measured at a constant frequency
fp=wp/2m=2.565 GHz as the input power is swept up and
down. This frequency was chosen as it falls within the in-
stable region of the fundamental mode for a certain input
power range as can be inferred from the measurements ap-
pearing in panel (a). Thus, in order to drive our resonators
into metastability, we have applied based on the earlier ob-
servations a coherent microwave signal at frequency f, and
input power of Py=-21.5 dBm. Moreover, in order to tune
the resonator into stochastic resonance condition, we have
applied a small sinusoidal forcing to the system in the form
of amplitude modulation (AM) and injected a thermal white
noise with an adjustable intensity to the resonator port. The
applied noise intensity was measured and calibrated sepa-
rately using a spectrum analyzer.

A schematic illustration of the stochastic resonance mea-
surement setup used is depicted in Fig. 1. A continuous mi-
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crowave signal at frequency f, is amplitude modulated at
frequency fo=0Q/27=1 kHz. The modulated signal which
effectively modulates the height of the potential barrier is
combined with a white noise generated by a noise source and
fed to the superconducting resonator. While the reflected sig-
nal off the resonator is mixed with a local oscillator phase-
locked at frequency f, and measured in the time domain
using an oscilloscope. Additional information regarding sto-
chastic resonance phenomenon measured in these nonlinear
superconducting resonators is summarized in Ref. 30.

A. Escape rate measurement

At stochastic resonance condition, the lifetime of the
metastable states becomes approximately equal to half the
modulation period. Thus, assuming that the system has two
metastable states designated by S, and S; (corresponding
eventually to S and N states), it is expected to have one
metastable state escape event each half time cycle. Such be-
havior is indeed seen in Fig. 3, which shows a typical result

] FIG. 1. Schematic block diagram of the experimental
setup used. The microwave signal generator and the lo-
cal oscillator at frequency f, were phase locked. The
layout of the resonator is shown at the top-right corner.

taken in the time domain at stochastic resonance condition,
where the jumps appearing in the output signal correspond to
alternating §;— S, and S,— S transitions.

The blue dotted line in the figure represents the ampli-
tude modulation signal, which modulates the escape rates I';
and I', of the corresponding transitions §— S, and S,— S,
while the green solid line represents the modulated signal. In
the vicinity of the minimum (maximum) points of the ampli-
tude modulation signal (the blue dotted line), the escape rate
I'y(I';) obtains its largest value, which is denoted as
I'm(T'mp). Hence, by letting 71(7») be the time difference
between the time of the transition event §;— S,(§,— S) and
the time at which the corresponding escape rate assumes its
largest value, [namely the time at which I'; equals I',; (I',
equals I'»)], the probability density characterizing this ran-
dom variable 7;(7,) which will be denoted by f;(7)[f,(7)],
could be determined experimentally by building a normal-
ized histogram of the measured times 7(7,).
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o
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@ sk \__Av — -20 dBm i FIG. 2. (Color online). (a) Forward and backward fre-
—W - -19 dBm quency sweeps applied to the first mode of the resona-
T T ~18dBm tor at ~2.575 GHz. The sweeps exhibit hysteresis loops

at both sides of the resonance line shape. The plots
corresponding to different input powers were shifted by
a vertical offset for clarity. (b) Reflected power hyster-
esis measured at a constant angular frequency of wj
=212.565 GHz which resides within the left-side meta-
stable region of the resonance. For both plots the black
(dark) line represents a forward sweep whereas the
green (light) line represents a backward sweep.
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FIG. 3. (Color online). A typical snapshot of the time domain as the reso-
nator is tuned into stochastic resonance condition. The solid (green) line
represents the reflected modulated signal, corresponding to ten modulation
cycles out of 5000 employed in the analysis. The dotted (blue) sinusoidal
line represents the modulation signal applied to the microwave signal
generator.

As can be seen from Eq. (Al12) in the Appendix, the
prefactors I'; and I',, can be estimated from the expecta-
tion value and the variance of the corresponding random
variables 7, and 7,. However, a more accurate value of the
prefactor I',, can be obtained by invoking Eq. (A3) and em-
ploying a probability density function f(7) fitted to the data.

In Figs. 4(a) and 4(b) we show the measured probability
densities f;(7;) and f,(7,) extracted from 5000 modulation
cycles sampled in the time domain. The solid line in both
panels correspond to a Gaussian function fitted to the prob-
ability density measured in each case. The transition rate
I'1(I",) as a function of the random variable 7;(7,), which is
calculated using Eq. (A3) and the Gaussian fit applied to the
data, is shown in the inset of Fig. 4(a) [Fig. 4(b)]. From these
plots one can estimate the following rate values I, =4.6
% 10°Hz and TI',p=2.7X10° Hz which, as stated before,
correspond to the transitions §;— S, and S,— S, respec-
tively.

J. Appl. Phys. 101, 083909 (2007)

TABLE |. Calculated and measured model parameters.

S—S S—S
g(107%) 1.56 1.56
¥(MHz) 37.6 18.6
P, (dBm) -23 -19.6
AP} (1078 W) 0.12 1.2
Ir| 0.55 0.8
ke Tes(fW/Hz) 1.4 1.4
T'o(Hz) 8x10° 8.3 10°
I'(Hz) (calc.) 7.8x10° 1.9 10°
I'(Hz) (meas.) 4.6Xx10° 2.7%X10°

B. Discussion

In order to obtain an estimate for the escape rates I'yy
and I', corresponding to the §;— §, and S§,— S, transitions,
respectively, based on the theoretical model, we rewrite Eq.
(40) in terms of the feedline input power P;, at the extremum
of the AM, and the power difference AP;,=P.-P;,, where
P, is the critical input power being proportional to the criti-

cal energy U,
APm)Z U., ]
F)in kBTef'f .

Furthermore, instead of the stored energy U, appearing
in the earlier expression, one can substitute the following
equation:

I'n=T, exp[—C/( (45)

U, = F)in(]- B |I’|2),

2y (46)

which basically relates the transmitted input power to the
resonator P,=Pj,(1-|r|?) in steady state, to the dissipated
power at resonance which according to Eq. (1) is given hy
29U.,.

Estimates for the model parameters corresponding to
both §;— §, and §,— S transitions are summarized in Table
I. Estimates for the coupling parameter y corresponding to

FIG. 4. Gaussian probability density
. functions f,(7;) and f,(7,) fitted to the

0 experimental data which correspond to
the §— S, transition in panel (a) and
to the §,— S transition in panel (b).
The escape rates I'y and I', associated

with both transitions are plotted in the
insets of panels (a) and (b), respec-
tively as a function of the random time
variables 7, and 7, according to Eq.
J (A3).
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the S, and the S states have been extracted indirectly by
fitting Eqg. (10) to the measured reflection parameter curves
versus the pump frequency w, in the vicinity of the
resonance.” Whereas, the cooling parameter g, which is de-
fined in Eq. (14), has been estimated using experimentally
measured material properties of NbN,**~*° yielding the value
g=1.56x 1072 (see Refs. 28 and 32). Employing these esti-
mates together with the experimental values of P, AP;,, and
r and substituting in Eq. (45) yield a rough estimate for the
escape rates I',; =7.8X10% Hz and T',,=1.9X 10% Hz be-
longing to the §;— S, and the §,— §; transitions, respec-
tively.

This discrepancy, found between the values of the escape
rates obtained using the theoretical model as opposed to
those extracted from the experimental data by about one or-
der of magnitude, can be attributed to a large extent to the
accumulated errors in the estimated values of the model pa-
rameters, some of which have been evaluated indirectly, as
well as to many simplifying assumptions which the theoret-
ical model employs in order to derive an analytical expres-
sion for the escape rate. As examples for model parameters
which were determined indirectly and yet have a large effect
on the escape rate value, one can name the g parameter
which depends among others on the geometry of the hot spot
and the thermal properties of the deposited NbN film, which
are not known precisely, and also the coupling factor y
which is extracted using an approximate fitting procedure.37

VI. SUMMARY

In conclusion, a noise-activated escape rate expression
was derived for the case of a nonlinear superconducting mi-
crowave resonator having a local-thermal instability. In order
to determine the escape rate experimentally, stochastic reso-
nance measurements were applied. A partial agreement is
found between the theoretical and the experimental results
up to one order of magnitude. Such discrepancy as has been
argued, can be easily accounted for, by some of the short-
comings of the model and by possible uncertainties in the
value of a few model parameters.
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APPENDIX: TRANSITION LIFETIME

Consider a system which has in general two metastable
states designated by S, and S, and assume that at time t=
-ty the system is in state S, where t;>0. The transition rate
I' of the process S,— S, depends on an externally applied
time varying parameter p(t). Further assume that for p close
to some fixed value p,, the transition rate is given approxi-
mately by

J. Appl. Phys. 101, 083909 (2007)

I'(p) =T, exp(— KZHT]),

Pm

(A1)

where both I',, and « are positive constants.

The probability distribution function F(7) for a transition
of the kind S,— S, to take place within the time interval (
—tg, 7) is given by

F(7) :f f(t)dt, (A2)

_to

where f(7) is the corresponding probability density. By defi-
nition, the following holds:

f(n)
T-F( - Ilp(7)]. (A3)
The initial condition F(-ty)=0 and Eq. (A3) yield
f(7) = I[p(7)Jexp{- f I'[p(t)]dt}. (A4)
“t

Further assume the case where at time t=0 the function
p(t) obtains a local minimum p(0)=p,, Near t=0 one has

p(t) = pm(1 + Q%2) + O(t%). (A5)
Thus, in the vicinity of t=0 Eq. (A1) becomes
['(t) =T, exp(- k2Q%t?), (A6)
and the following holds:
=T, exp[_ 2022 7 ,58 erf(«(27) +2 erf(x0ty) |
(A7)

Keeping terms up to second order in «{)7and assuming
the case where

r 2
- kQty + —m> 1, A
( 5o 2kQ) > (A8)
allow approximating the probability density f(7) by
Qk r 2
f(T):\"_TT eXp|:— KZQZ(T+ ??22) ] (A9)

In this approximation the random variable 7 has a nor-
mal distribution function with a mean value

I
= 7 A10
K= 0,202 (A10)
and a variance
1
2 _
7= 2207 (ALL
whereas, the parameters I, and « are given by
Moy
I'n=- ; (Al12)

T

and
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Abstract — We utilize a superconducting stripline resonator containing a dc-SQUID as a strong
intermodulation amplifier exhibiting a signal gain of 24dB and a phase modulation of 30dB.
Studying the system response in the time domain near the intermodulation amplification threshold
reveals a unique noise-induced spikes behavior. We account for this response qualitatively via
solving numerically the equations of motion for the integrated system. Furthermore, employing
this device as a parametric amplifier yields an abrupt rise of 38dB in the generated side-band

signal.

Copyright © EPLA, 2009

The field of solid-state qubits and quantum informa-
tion processing has received considerable attention during
the past decade [1-4] and has successfully demonstrated
several milestone results to date [5-11]. However, one of
the fundamental challenges hindering this emerging field
is noise interference, which either screens the output signal
or leads to quantum state decoherence [5,6,12-15]. Hence,
this may explain to some extent the renewed interest
exhibited recently by the quantum measurement commu-
nity in the field of parametric amplifiers [16-21]. This
interest is driven essentially by two important properties of
these amplifiers: 1) their capability to amplify very weak
coherent signals; 2) their ability to squeeze noise below
the equilibrium level by means of employing a homodyne
setup and phase control. These properties are expected to
be highly beneficial to the area of quantum communica-
tion [22,23] and to the generation of quantum squeezed
states [16,17,24,25]. Additional interest in these high-gain
parametric amplifiers arises from the large body of theo-
retical work predicting photon-generation from vacuum
via the dynamical Casimir effect [26,27], which can be
achieved by employing an appropriate parametric excita-
tion mechanism [28,29].

In this present work we study a superconducting
stripline microwave resonator integrated with a dc-
SQUID [30-32]. The paper is mainly devoted to a novel

(a)E-mail: baleegh@tx.technion.ac.il

amplification mechanism in which the relatively large
nonlinear inductance of the dc-SQUID is exploited to
achieve large gain in an intermodulation (IM) configu-
ration. We provide theoretical evidence to support our
hypothesis that the underlying mechanism responsible
for the large observed gain is the metastability of the
dc-SQUID. In addition, at the end of the paper we
demonstrate another amplification mechanism, in which
the dependence of the dc-SQUID inductance on the
external magnetic field is exploited to achieve parametric
amplification [20].

The device (see fig. 1(a)) is implemented on a high-
resistivity 34 mm x 30 mm x 0.5 mm silicon wafer coated
with a 100 nm thick layer of SiN. As a preliminary step,
thick gold pads (300 nm) are evaporated at the periphery
of the wafer. Following a stage of e-beam lithography, a
two-angle shadow evaporation of aluminium [33] —with
an intermediate stage of oxidation— realizes both the
resonator and the two Al/AlO, /Al Josephson junctions
comprising the dc-SQUID. The total thickness of the
aluminium evaporated is 80 nm (40 nm at each angle).

In general, IM generation is often associated with the
occurrence of nonlinear effects in the resonance curves of
a superconducting resonator [34-38]. In fig. 2 we show
a transmission measurement of the resonator response,
obtained using a vector network analyzer at the resonance
while sweeping the frequency upwards. The measured
resonance resides at fo = 8.219 GHz which corresponds to
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Fig. 1: (Color online) The device and IM setup. (al) A
photograph of the device consisting of a circular resonator with
a circumference of 36.4mm and a linewidth of 150 um, a dc-
SQUID integrated into the resonator and a flux line employed
for driving rf-power and flux-biasing the dc-SQUID. The
connected SQUID at the periphery of the wafer is employed
for device characterization and dc measurements. (a2) An
electron micrograph displaying the dc-SQUID incorporated
in the resonator and the adjacent flux line. The area of
the dc-SQUID fabricated is 39 pm %39 pum, while the area
of each junction is about 0.25um?. The self-inductance of
the de-SQUID loop is Ly =1.3-107'""H and its total critical
Josephson current is about 2. = 28 pA. (a3) A zoom-in optical-
microscope image of the SQUID. (b) A basic IM setup. The
pump and the signal designated by their angular frequency w)
and ws, respectively, are combined by a power combiner and fed
to the resonator. The field at the output is amplified using two
amplification stages and measured using a spectrum analyzer
(path 1). A dc current was applied to the flux line in order to
flux-bias the de-SQUID. Path (2) at the output corresponds to
a homodyne setup employed in measuring IM.

the third resonance mode of the resonator having an anti-
node of the rf-current waveform at the dc-SQUID position.
Similar nonlinear effects in the transmission response
have been measured at the first mode (~2.766 GHz)
as well.

As can be seen in the figure, at excitation powers P,
below P. = —60.3 dBm (at which nonlinear effects emerge)
the resonance curve is linear and Lorentzian. As the input
power is increased, abrupt jumps appear at both sides of
the resonance. In addition, as one continues to increase
the input power the resonance curves become shallower,
broader and less symmetrical. Such power dependency
can be attributed to the nonlinearity of the dc-SQUID
inside the resonator which increases considerably as the

—55.7 dBm
-25[ . . . . . =552 dBm]
819 82 821 822 823 824 825 826

Frequency [GHz]

Fig. 2: Transmission response curves of the resonator at its
third resonance (8.219 GHz) as a function of input power and
frequency (the frequency was swept upwards). The resonance
curves exhibit nonlinear effects at P, > P.. The loaded quality
factor for this resonance in the linear regime is 350. The
resonance curves corresponding to different input powers were
offset by a 1dB for clarity. The inset exhibits the relative
change in the transmitted pump signal vs. the applied magnetic
flux threading the dc-SQUID loop during an IM measurement.
The measurement was taken at a fixed input pump power at
the vicinity of P.. The flux modulation is relative to zero-flux
bias and was measured while sweeping the flux upwards.

amplitude of the driving current becomes comparable to
the critical current.

The basic IM scheme used is schematically depicted in
fig. 1(b). The input field of the resonator is composed
of two sinusoidal fields generated by external microwave
synthesizers and superimposed using a power combiner.
The applied signals have unequal amplitudes. One,
referred to as the pump, is an intense sinusoidal field with
frequency f,, whereas the other, referred to as the signal,
is a small amplitude sinusoidal field with frequency f, + 9,
where § represents the frequency offset between the two
signals. Due to the presence of a nonlinear element such
as the de-SQUID integrated into the resonator, frequency
mixing between the pump and the signal yields an output
idler field at frequency f, —¢. Thus the output field of
the resonator, measured by a spectrum analyzer, consists
mainly of three spectral components, the transmitted
pump, the transmitted signal and the generated idler.
The IM amplification in the signal, idler and the noise is
obtained, as shown herein, by driving the dc-SQUID to
its onset of instability via tuning the pump power. In the
inset of fig. 2 we show how the device response changes
during IM with respect to the flux degree of freedom at
a constant pump power. Maximum IM amplification is
attained near half-flux-quantum points.

In fig. 3 we show a typical IM measurement result. In
this measurement the pump was tuned to the resonance
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Fig. 3: (Color online) A spectrum power measured by a
spectrum analyzer during IM operation as a function of
increasing pump power while applying external flux ® ~ ®/4,
signal power P; = —110dBm, and frequency offset 6 =5kHz.
The spectrum taken at a constant frequency span around
fp was shifted to dc for clarity. At the vicinity of P. the
system exhibits a large amplification. A cross-section of the
measurement taken along the pump power axis is shown in the
inset. The red line (solid line) and the blue line (dashdot line)
exhibit the corresponding gain factors of the transmitted signal
and the idler, respectively.

frequency f, =8.219 GHz. The signal power P; was set
to —110dBm, and its frequency offset § to 5kHz. As the
pump power injected into the resonator is increased, the
nonlinearity of the de-SQUID increases and consequently
the frequency mixing between the pump and the signal
increases as well. At about P. the de-SQUID reaches
a critical point at which the idler, the signal and also
the noise floor level (within the frequency bandwidth)
undergo a large simultaneous amplification. The idler
gain measured is 12dB (see inset of fig. 3), where the
signal/idler gain is defined as the ratio between the
signal/idler power at the output feedline and the signal
power at the input feedline. To this end, the losses and
amplifications of the elements along each direction were
calibrated with an uncertainty of +1 dB.

In order to show that this IM amplifier is also phase
sensitive we applied a standard homodyne detection
scheme as schematically depicted in fig. 1 (see path (2)),
in which the phase difference between the pump and
the local oscillator (LO) at the output —having the
same frequency— can be varied. In such a scheme the
pump is down-converted to dc, whereas both signal
and idler are down-converted to the same frequency 4.
The largest amplification is obtained when the LO
phase (¢r0o) is adjusted such that the signal and idler
tones constructively interfere. Shifting ¢ro by /2
from the point of largest amplification results in destruc-
tive interference, which in turn leads to the largest
de-amplification [16,17,24].

The IM measurement results, obtained using the homo-
dyne setup while flux-biasing the dc-SQUID with about

30 N N N N N 11

B =
= [0]
< 2
& 098
— [
© Q
5 -
(]
10.8
-10 : : : o7
~63 62 61 59

~60
Pump Power [dBm]

Fig. 4: (Color online) A signal gain (blue line) measured
as a function of increasing pump power. The measurement
was taken using a homodyne scheme. The signal displays a
gain of about 24dB at P.. The corresponding dc component
of the homodyne detector output (green line) was measured
simultaneously using a voltage meter connected in parallel to
the spectrum analyzer. In this measurement ® ~ ®¢/2, P, =
—110dBm, 6 =5kHz.

20
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—10¢}
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Fig. 5: A periodic dependence of the signal gain on the LO
phase difference at the vicinity of P.. The signal exhibits a
large amplification and de-amplification at integer and half-
integer multiples of 7, respectively. The phase modulation
dependency shows up to 30 dB peak-to-peak amplitude. In this
measurement ®, P; and § are the same as in the caption of
fig. 4.

half-flux-quantum, are shown in figs. 4 and 5. Figure 4
exhibits the signal gain (blue line) wvs. increasing applied
pump power. As can be seen from the figure the signal
gain assumes a peak of 24dB for P, ~ P,. Moreover, the
response of the resonator at the pump frequency (green
line) —measured simultaneously using a voltage meter
connected in parallel to the spectrum analyzer— is drawn
as well for comparison. The sharp drop in the region
P, ~ P, coinciding with the amplification of the signal,
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Fig. 6: (Color online) Snapshots of the resonator response mea-
sured in the time domain during an IM operation. (a)—(d) dis-
play the resonator response at pump powers lower than the
critical value. (e) At the critical value. (f) Exceeding the critical
value.

indicates that the transmitted pump is depleted and power
is transferred to other frequencies.

Figure 5 exhibits a periodic dependence of the signal
gain on ¢rp, having a gain modulation of about
30dB peak to peak between the amplification and
de-amplification quadratures. It is worthwhile mentioning
that in this measurement not only the signal shows a
periodic dependence on ¢ but also the noise floor which
exhibits up to 20 dB modulation (measured at f, + 1.50).

Another interesting aspect of this device is revealed by
examining its response in the time domain while applying
an IM measurement using the homodyne setup shown in
fig. 1 (see path (2)). This is achieved by connecting a
fast oscilloscope in parallel to the spectrum analyzer at
the output. A few representative snapshots of the device
behavior measured in the time domain are shown in fig. 6,
where each subplot corresponds to a different applied
pump power. In subplot (a) the pump power is about
3dBm lower than the critical value and it displays a
constant voltage level. As the pump power is increased
(subplot (b)) separated spikes start to emerge. Increasing
the power further causes the spikes to start bunching
together and as a consequence forming larger groups
(subplots (c) and (d)). This bunching process reaches an
optimal point at the pump power corresponding to the
peak in the IM gain (subplot (e)). Above that value, such
as the case in subplot (f), the spikes become saturated and
the gain drops.

Such behavior in the time domain reveals also the
underlying mechanism responsible for the amplification.
As is clear from the measurement traces the rate of spikes
strongly depends on P, at the vicinity of P, thus adding
a small signal at f,+0 (which is effectively equivalent

to applying an amplitude modulation of the pump at
frequency 0), results in modulation of the rate of spikes
at the same frequency, and consequently yields a large
response at the signal and the idler tones.

In an attempt to account for the unique temporal
response presented in fig. 6, we refer to the two equations
of motion governing the de-SQUID system given by [39]

5 ( @ \> . ( ® \ U
ﬂCIC(ZWRJ) +5l<2nRJ> = o5, T m M

5 ( ® \* [ ® \ _oU
ﬂCL:(szJ) +52<2nRJ> = g, T

where @ is the flux quantum, R; is the shunt resistance
of the junctions, I. is the critical current of each junction,
01, 0o are the gauge-invariant phase differences across
junctions 1 and 2, respectively, I,1,I,2 are equilibrium
noise currents generated in the shunt resistors having —in
the limit of high temperature— a spectral density of Sy, =
4kpT/Ry, Bc is a dimensionless parameter defined as
Bc = 27TICR3C 7/®o, where C; is the junction capacitance
(herein we solve for the underdamped SQUID case where
Bc > 1) and U is the potential energy of the system which

reads
2Ic (51 — (52 . ﬂ 2
0L 2 Qg

—1I.(cosd1 + cosda),

U= 5 (Git8)+
2)

where ® is the applied magnetic flux, I is the bias
current flowing through the dc-SQUID, and [ is a
dimensionless parameter defined as 81, =2L;I./®,. While
the circulating current flowing in the dc-SQUID loop is
given by Ieivc(t) = I1.(61 — 62 — 20®/Dg) /701

Furthermore, in order to account for the resonator
response as well, we make two simplifying assumptions:
1) We model our resonator as a series RLC tank oscillator
characterized by an angular frequency wg =1/ VLC =2r-
8.219 GHz, and a characteristic impedance Zy=+/L/C,
where L and C' are the inductance and the capacitance
of the resonant circuit respectively. (2) We neglect the
mutual inductance that may exist between the inductor
and the de-SQUID.

Under these simplifying assumptions, one can write
the following equation of motion for the charge on the
capacitor denoted by ¢(t):

y
= Ritw0Zoq + Vg + Vin +Va = 0,
0

3)

where V}, is a voltage noise term having —in the limit of
high temperature— a spectral density of Sy, =4RkgT,
Vin(t) =Re (Voe~r!) is an externally applied sinusoidal
voltage oscillating at the pump angular frequency w,
and having a constant voltage amplitude V. Whereas,
Vg = @0(51 + 52)/47r designates the voltage across the dc
SQUID. Using these notations the bias current in eq. (2)
reads I =q.
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Fig. 7: (Color online) A simulation result. The output field
exhibits spikes in the time domain similar to the spikes shown
in fig. 6. The spikes occur whenever the system locus jumps
from one well to another due to the presence of stochastic
noise while driving the system near a critical point. In this
simulation run the system was simulated over a period of 1000
time cycles of pump oscillations (one of the constraints set
on the simulation was maintaining a reasonable computation
time). The parameters that were employed in the simulation
(same as experiment) are wo =w;, = 27 - 8.219 GHz, 3, = 3.99,
R;=9.4Q, ®=®,/2 and ¢ro = 7. The rest of the parameters
were set in order to reproduce the measurement result: y3 =
10"Hz, R=3.3Q, Bc=5.86 and Zy=10Q (corresponding
experimental values are: v, ~2.4-107 Hz, Zo ~509Q, C; was
not measured directly, a capacitance on the order of 0.7 pF
was assumed).

Finally in order to relate the observed output signal in
fig. 6 at the output of the homodyne scheme to the fast
oscillating solution ¢, we first express the charge on the
capacitor as q(t) = /2h/ZoRe [A(t)e~ ], where A(t) is
a slow envelope function, second, we employ the input-
output relation [24], Vout (t) = Vo —i\/32Zohyi A(t), where
~1 is the coupling constant between the resonator and the
feedline, in order to obtain the field at the output port.
Third, we account for the phase shift by evaluating the
expression 2V oRe [V,u; (t)e*?20], where Vio corresponds
to the amplitude of the LO.

By integrating these stochastic coupled equations of
motion numerically, while employing device parameters
which are relevant for our case, one finds that the observed
temporal behavior of the system can be qualitatively
explained in terms of noise-induced jumps between differ-
ent potential wells forming the potential landscape of the
de-SQUID which is given by eq. (2). As a consequence
of applying the voltage Vi, to the integrated system, the
potential landscape of the dc-SQUID oscillates at the
pump frequency, and its oscillation amplitude grows with
the amplitude of the incoming voltage. However, inter-
well transitions of the system become most dominant as
the oscillation voltage reaches a critical value at which the
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Fig. 8 (Color online) (a) A homodyne setup employed
in measuring parametric excitation. Subplot (b) exhibits
harmonic-to-noise ratio of the generated three harmonics at
6 = 5kHz, 260, 30, as well as the noise spectral density at 1.5
as a function of increasing pump power applied at 2f, 4+ 6. All
peaks in the power of the harmonics including the noise rise
are measured relative to the noise floor at low pump power. In
this measurement a maximum peak of 38 dB is attained at the
first harmonic. The signal power applied to the resonator at fo
is P = —80dBm, while the external flux is ® ~ 0.6®.

potential landscape of dc-SQUID becomes tilted enough
—due to the current flowing in the system— in order
to allow frequent noise-assisted escape events from one
well to another or across several wells, which in turn
cause a voltage drop to develop across the de-SQUID and
induce jumps in the circulating current. Such hopping of
the system state is manifested as well in the homodyne
output field response shown in fig. 7, which in a qualitative
manner mimics successfully the main temporal features
shown in fig. 6.

It is also clear from this inter-well transitions model
that the amplification in this case is different from the
so-called Josephson Bifurcation Amplifier (JBA) [14], as
in the latter case the system is confined to only one
well and the bifurcation occurs between two oscillation
states having different amplitudes. The extent to which
bifurcation amplifiers such as the presently considered one
and the JBA are quantum-limited detectors [40,41], is still
largely an open problem. As such it will be the subject of
a future study [42].

Moreover, just as in the recent experiment by
Yamamoto et al. [20] we have additionally employed our
device as a parametric amplifier. To this end, we have used
the parametric excitation scheme exhibited in fig. 8(a) in
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which the pump and signal tones are applied to different
ports. The main rf signal (pump) is applied to the
flux-line at the vicinity of twice the resonance frequency
of the resonator 2fp+d (0 =A/2nr=5kHz) and 2f,=
16.438 GHz does not coincide with any resonance of the
device. Whereas, the signal, being several orders of magni-
tude lower than the pump, is fed to the resonator port at
fo and its main purpose is to probe the system response.

In fig. 8(b) we exhibit a parametric excitation measure-
ment result obtained using this device at ® ~0.6®,. In
this result there is evidence of one of the characteristic
fingerprints of a parametric amplifier: the existence of an
excitation threshold above which there is a noise rise and
an abrupt amplification of the harmonic at § (which results
from a nonlinear frequency mixing at the dc-SQUID). As
can be seen in the figure at about —40dBm the first
harmonic generated at ¢ and the two higher-order harmon-
ics at 2§, 30 rise abruptly and considerably up to a maxi-
mum of 38dB measured at the first harmonic above the
noise floor. Also in a separate measurement result (data
not shown) the first harmonic has been found to display
~ 20 dB peak-to-peak modulation as a function of external
magnetic field.

In conclusion, in this work we have designed and fabri-
cated a superconducting stripline resonator containing a
dc-SQUID. We have shown that this integrated system
can serve as a strong sensitive amplifier. We have studied
the device using IM measurement and parametric excita-
tion. In both schemes the device exhibited distinct thresh-
old behavior, strong noise rise and large amplification of
coherent side-band signals generated due to the nonlin-
earity of the dc-SQUID. In addition, we have investi-
gated the system response in the time domain during IM
measurements. We have found that in the vicinity of the
critical input power the system becomes metastable and
consequently exhibits noise-activated spikes in the trans-
mitted power. We have shown that this kind of behav-
ior can be explained in terms of noise-assisted hopping
of the system state between different potential wells. We
have also demonstrated that the main features observed in
the time domain can be qualitatively captured by solving
the equations of motion for the de-SQUID in the pres-
ence of rf-current bias and stochastic noise. Such a device
may be exploited under suitable conditions in a variety
of intriguing applications ranging from generating quan-
tum squeezed states to parametric excitation of zero-point
fluctuations of the vacuum.
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Chapter 5

Discussion

We study superconducting stripline resonators coupled to nonlinear elements
(weak-links, microbridges and dc-SQUIDs) with emphasis on the resultant
nonlinear behavior and nonlinear dynamics.

In the first part of the research, we study a variety of strong nonlinear
effects observed in NbN superconducting stripline resonators at relatively low
input powers [61, 62]. Namely, sudden and abrupt jumps in the resonance
curves, frequency and power hysteresis, resonance frequency shift and self-
sustained modulation. To account for these unique effects we consider a
theoretical model in which local heating of weak links and thermal instability
are responsible for these effects and we show that such model yields a good
agreement with the experiments. Moreover, we apply this theoretical model
of thermal instability in order to calculate and measure experimentally the
noise-activated escape rate of metastable states of the system [72, 73].

Furthermore, we utilize these strong nonlinearities in order to demon-
strate two novel amplification schemes in superconducting resonators, the
first is what is known as intermodulation amplification, where a small ampli-
tude coherent signal is generated and amplified due to frequency mixing with
an intense drive in the vicinity of an instability [63], while the second is the
so called stochastic resonance phenomenon, where a weak modulating signal
is amplified in the vicinity of a metastable state via coherent interaction with
a certain amount of white noise [70, 73].

While, in the second part of the research, we study unique nonlinear
effects observed in superconducting stripline resonators integrated with dc-
SQUIDs [101], such as intermodulation and parametric amplification, phase-
sensitive modulation, and noise-induced spikes in the time domain. To ac-
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count for the temporal response of the system we solve numerically the equa-
tions of motion for the integrated system, and present theoretical simulations
which exhibit a good agreement with the experimental data.

5.1 Nonlinear Dynamics in NbN Supercon-
ducting Resonators

5.1.1 Nonlinear Effects

The highlight of manuscripts [61, 62] is the study of novel nonlinear dynamics
exhibited by NbN superconducting stripline resonators in the nonlinear re-
gion. The measured response which contains some extraordinary features in
the resonance curves strongly suggests that the underlying physics is unique
and that some conventional theoretical models which are commonly used to
account for nonlinear properties in superconductors are inadequate in the
present case.

The main contribution of these two papers can be summarized as follows:

1. Studying the nonlinear behavior exhibited by these devices under vary-
ing measurement conditions such as, input power, bidirectional fre-
quency sweeps, white noise, magnetic field and rapid frequency sweeps.

2. Carrying a comprehensive comparison with other known nonlinearities
and mechanisms.

3. Considering and developing a theoretical model which explains these
effects in terms of local heating of weak links and thermal instability.

4. Showing that such model yields a good agreement with the experiments.

5. Demonstrating for the first time that the coupling between the res-
onator and the feedline can be made amplitude dependent. Hence, al-
lowing tuning the resonator into critical coupling conditions by means
of varying the input power or varying the ambient temperature.

Furthermore, the fact that the onset of nonlinear effects in these NbN
devices occurs at relatively low input power, typically 2-3 orders of magni-
tude lower than Nb for example, and the fact that these resonators have a
"relatively" high T, make these devices very attractive in practice.
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5.1.2 Intermodulation Amplification

In addition to studying novel nonlinear dynamics in NbN superconducting
resonators and revealing the underlying mechanism, we utilize this unique
nonlinear response in order to demonstrate some novel applications. In par-
ticular, in our letter [63] we operate the resonator as an intermodulation
amplifier and find that the gain can be as high as 15 dB for both the idler
and the signal tones. To the best of our knowledge, intermodulation gain
greater than unity has not been reported before in such systems.

Moreover, following our work a similar effect has been demonstrated by
Tholen et al. [103] in superconducting coplanar resonators using kinetic
inductance mechanism.

5.1.3 Stochastic Resonance

Manuscript [70] reports our experimental study of stochastic resonance in
NbN superconducting microwave resonators. To the best of our knowl-
edge SR phenomenon has not been demonstrated before in such devices.
It has been heavily studied theoretically, but experimentally the applications
considered are relatively few, mainly in, optical [104], analog [105, 106], rf-
SQUIDs [107, 108], and nano-mechanical [109, 110] systems.

In addition, our study is novel and original at least in two more aspects:
first, the underlying mechanism responsible for metastability in our devices,
namely thermal instability is unique and different from other mechanisms
studied earlier, second, the nonlinearity characterizing our devices is piece-
wise linear [111, 112] which is by far less discussed and investigated in the
literature (compared to Duffing nonlinearity [71, 109, 110, 113] for instance).
Moreover, following this study our group has succeeded also in demonstrating
SR phenomenon in similar nonlinear devices with only one single metastable
state [73].

Nevertheless, despite the differences listed above the main motivation in
all these works is essentially the same, that is to amplify a small modulation
signal acting on a metastable system (usually driven into metastability by
an intense signal), with the aid of a certain amount of white noise. Thus,
consequently achieving two goals, increasing the signal to noise ratio and
making use of white noise which is generally considered as an undesired
ingredient.



5.2 Nonlinear Dynamics in a Superconducting Resonator Integrated with a
dc-SQUID 38

5.1.4 Escape Rate of Metastable States

In manuscript [72] we study both theoretically and experimentally the escape
rate between metastable states of a NbN resonator originated by a thermal
instability. Theoretically, we address the unique escape rate problem which
involves two stochastic physical variables coupled together via their equa-
tions of motion, one is B the mode amplitude inside the resonator, and two
is T" the temperature of the hot spot. As a result of this coupling mechanism
the model yields a finite correlation time for the heat power which controls
the dynamics of T'. To the best of our knowledge this result is new and has
not been derived before. Whereas experimentally we utilize stochastic reso-
nance measurements in order to extract the transition rates of the metastable
states of the system by means of analyzing the statistics of the jump events.
Furthermore, we compare between the experimental and theoretical results
brought in the paper and show a partial agreement.

It is also worthwhile mentioning that additional experimental evidence
for the validity of the escape rate equation derived theoretically in this paper
has been independently provided in a subsequent work of our group Ref. [73]
which involves studying SR phenomenon with only one single metastable
state.

5.2 Nonlinear Dynamics in a Superconduct-
ing Resonator Integrated with a dc-SQUID

In this part of the research, we study unique nonlinear effects observed in
superconducting stripline resonators integrated with de-SQUIDs.

5.2.1 Intermodulation and parametric amplification

In our letter [101] we present intermodulation gain results obtained in a
stripline resonator integrated with a de-SQUID. We show that such system
exhibits a signal gain of 24 dB and a phase modulation of 30 dB. In addition,
when operated as a parametric amplifier, the device yields an abrupt rise of
38 dB in the generated side-band signal.

Furthermore, by inspecting Fig. 4 in the letter one can see two additional
merits characterizing this amplifier: (1) It has a very narrow amplification
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band with respect to the pump power. (2) It is ultra-sensitive in the vicinity
of the critical power due to the large slope.

A brief comparison with other works

1. It is important to point out here an important difference in the amplifi-
cation scheme of our device in comparison to the Josephson Bifurcation
amplifier (JBA) reported in the papers of Siddiqi et al. [114, 115] '
The JBA is generally operated in the hysteretic regime and its output
is a phase shift in the reflected signal rather than a power quantity.
Hence, a straightforward gain comparison between the two schemes is
not possible. (Nevertheless, toward the end of Ref. [114] the authors
present a power gain expression 2w,/w, in the non-hysteretic regime
where w, is the plasma frequency (27 x 1.8 GHz) and wj is the sig-
nal frequency. However, the fact that ws is comparable to w, sets a
boundary on the possible maximum gain.)

2. In the paper of T. Yamamoto et al. [83], where the authors have
characterized a parametric amplifier consisting of a coplanar waveguide
resonator terminated by a dc-SQUID, a maximum gain of 17 dB has
been reported.

3. In the paper of M. A. Castellanos-Beltran et al. [84], where the au-
thors have measured a JPA consisting of a coplanar-waveguide res-
onator whose inner conductor is replaced by an array of SQUIDs, a
gain on the order of 18-21 dB in the non-degenerate (f; # f,) and the
doubly degenerate (fs = f,) modes is reported while employing homo-
dyne detection scheme. That is, in contrast to our 24 dB measured
using a similar setup. The authors also report a maximum gain of 28
dB in a parametric amplification measurement.

4. In the paper of Yurke et al. [23], a gain of 17 dB has been measured in
their JPA.

!The difference in the underlying mechanism is explained in the letter [101], in the
paragraph which precedes the parametric amplification discussion in page 5.
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Short explanation to the phase sensitive amplification

The dependence on the phase of the local oscillator that appears in Fig. 5
in the letter [101] can be explained as follows. The input signal contains
two tones, the intense pump and the relatively weak signal. Due to the
nonlinearity of the system frequency mixing occurs and consequently the
output contains in addition the idler tone. Obviously, the phase of the idler
is strongly correlated with the phase of the signal. This output signal is mixed
using a mixer with a local oscillator having the same frequency as the pump,
and having an adjustable phase. The down-converted pump tone contributes
to the dc in the IF port of the mixer, whereas both the signal and the idler
contribute to the component at frequency 0. However, the way in which these
two phasors add depends on the phase of the local oscillator. This phase can
be tuned such that these two tones add constructively, and consequently the
largest output is obtained. Changing the phase of the local oscillator by
7/2 from that point results in destructive interference, and consequently the
smallest output is obtained. This behavior is seen in Fig. 5 in the paper.

5.2.2 Noise-induced spikes in the time domain

Studying the system response in the time domain near the intermodulation
amplification threshold reveals a unique noise-induced spikes behavior. To
account for the temporal response of the system we solved numerically the
equations of motion for the integrated system, and present theoretical simu-
lations which exhibit a good agreement with the experimental data (see Fig.
6 and Fig. 7 in the letter [101]).
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