Scattering of a two-dimensional electron gas by a correlated system of ionized donors
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Abstract. Using selectively doped GaAs–AlGaAs heterostructures we provide conclusive evidence that correlation among the DX*–d+ charged donors strongly enhances the mobility of a two-dimensional electron gas (2DEG) residing 10 nm away from the charged donors. This is accomplished by changing the extent of correlation without affecting the total number of charged donors and density of electrons in the 2DEG. The experiments are used to prove that the DX donors are negatively charged in their ground state. A theory treating correlated DX*–d+ charges can approximately account for these results.

1. Introduction

A selectively doped GaAs–AlGaAs heterostructure, supporting a two-dimensional electron gas (2DEG), enables high-mobility transport of electrons in pure GaAs. This is because the parent donors, situated in AlxGa1-xAs, are spatially separated from the undoped GaAs by an undoped AlxGa1-xAs spacer [1, 2]. As long as the width of the spacer does not exceed some 50 nm, the low-temperature mobility is usually limited by the parent donor impurities [1], leading to long-range, small-angle, scattering. Consequently, the momentum relaxation time, \( \tau_m \), representing the rate of momentum randomization, is longer than the single-particle relaxation time, \( \tau_s \), associated with the quantum state lifetime [3]. Under the assumption that the ionized donors are randomly distributed one obtains \( 1/\tau_s \), \( 1/\tau_m \propto N_0 \), with \( N_0 \) being the density of ionized donors [4]. A comparison with experiments generally reveals that the scattering times are underestimated by this approach. If, however, the charged impurities were to be correlated due to their mutual Coulombic interaction, the expected scattering times could be substantially higher (in 2D systems: [5–14]; in 3D systems: [15–22]), explaining this discrepancy. Moreover, these types of heterostructures are ideal systems to identify possible charge correlation among the randomly distributed donor atoms because of the relative ease in changing the net charge of the donor layer, the extent of donor correlation and the density of the electrons in the 2DEG all in the same device.

According to the recently proposed negative-\( U \) model [23, 24], any isolated group IV donor in a III-V compound semiconductor can be in one of two different configurations: a hydrogenic-like, shallow donor (d+, d0) at a substitutional site, and a DX-like, deep metastable donor at an interstitial site. The latter is associated with the donor atom displaced along the \( \{111\} \) direction, leaving a vacancy at the substitutional site [25]. In Si-doped AlxGa1-xAs alloy, the DX level, which is degenerate with the conduction band, moves into the gap for \( x \geq 0.2 \). With increased AlAs mole fraction a few different donor levels develop, and each is related to the number of Al atoms near the displaced Si atom [26]. As the AlAs mole fraction is increased all energy levels follow approximately the L band position, with the lowest of them having a maximal activation energy of some 160 meV around \( x \approx 0.37 \), corresponding to the direct (\( \Gamma \)) to indirect (\( X \)) crossover point [26]. Although it is not accurately determined yet, all levels seem to merge with the indirect, X, conduction band near \( x = 0.8 \). The metastability of the DX centres is exhibited mainly by the persistence of their charge below some freeze-out temperature (about 130 K for Si DX for \( x = 0.37 \)). This persistence effect can be explained in terms of repulsive configurational (electronic–elastic) barriers for emission and capture of electrons between (deep) DX centres and shallow levels. As long as the thermal energy is small compared to the height of these configurational-type repulsive barriers the emission and capture of electrons are negligibly small and the sample remains in a non-equilibrium state.

To study the effect of correlation we first verify that the charge state of the metastable DX-like Si atoms, in their ground state, is negative; thus agreeing with the negative-\( U \) model [23, 24]. Then, we exploit the DX metastability to control the net charge within the donor layer electrostatically (by applying a gate voltage while
cooling the sample, and then freeze it during the cooling process. This enables us to compare the low-temperature mobility (serving as a sensor for charge correlation) for different ratios of $n(d^+)/n(DX^-)$ (where $n(d)$ stands for the density of the corresponding donors) but for the same electron density, the same density of scatterers and in the same device. Doing so, we find an enhancement in the mobility of the 2DEG by at least a factor of six. We can account for these results by modifying the more standard mobility calculations to correct for correlation among the charged donors.

Several heterostructures of GaAs–Al$_{0.37}$Ga$_{0.63}$As and GaAs–AlAs were grown by molecular beam epitaxy (MBE) on (100)-oriented semi-insulating GaAs substrates. In these structures electrons are supplied to the 2DEG via δ-doping of Si in the AlGaAs layer, namely, a plane layer of Si doping [27] separated from the 2DEG by an undoped AlGaAs spacer (figure 1). The spacer width was chosen to be only 10 nm in order to ensure that scattering at low temperatures is dominated by the ionized donors in the δ-doping plane [11]. Growth was performed at a low substrate temperature in order to minimize Si diffusing out of the δ plane. Gated Hall bars were fabricated by a conventional photolithographical process. In order to minimize mobility degradation resulting from fast electrons and soft x-rays, which are normally produced during electron beam evaporation [28], the metal gates were deposited by thermal evaporation. The mobility, single-particle scattering rate and density of the 2DEG were measured via Hall and Shubnikov-de Haas (SdH) measurements.

In what follows we describe the nature of freeze-out of the DX centres and its effect on the density of the 2DEG (section 2), this is followed by measurements of the mobility under different conditions in order to monitor the effect of correlation among charged donors (section 3). The observed effects of correlation are then discussed theoretically and comparison with the experiments is given (sections 4 and 5).

2. Donor freeze-out and their charge states

In this section we present the consequence of the gradual freeze-out process of the DX centres. Our results allow finding the energies associated with the donor levels (section 2.1) and the frozen net charge in the δ-doping plane (section 2.2). The experiments are carried out with a GaAs–Al$_{0.37}$Ga$_{0.63}$As heterostructure having a spacer width $d = 10$ nm and Si concentration of $7.5 \times 10^{12}$ cm$^{-2}$ (see figure 1). Comparisons with other samples will be presented in section 3.4.

2.1. Freeze-out of DX centres

The metastable nature of DX centres can be studied via measurements of the density of the 2DEG, $n_s$, at a temperature, $T_m$, in the vicinity of freeze-out. The density measured via Hall and SdH measurements as a function of gate voltage, $V_G$, and temperature, $T_m$, is plotted in figure 2(a). Note that before each measurement the sample was cooled down from above 200 K to $T_m$, while zero gate voltage was applied. For $T_m < 160$ K, the density of the 2DEG is approximately constant over a wide range of $V_G$ (limited by gate leakage currents), indicating that the Fermi level is pinned (most likely to a donor level). For $T_m > 160$ K the $n_s(V_G)$ curves exhibit a different behaviour, consisting of a saturation regime at high $V_G$—consistent with a pinned Fermi level—and a linear regime at lower $V_G$—indicating a constant gate–2DEG capacitance. The linear regime indicates that active (unfrozen) donor levels are empty and the total charge within the δ-doping plane does not change with $V_G$.

Assuming that the saturation of $n_s$ at different temperatures is associated with pinning of the Fermi level to a particular donor state, the corresponding energy of the donor state can be obtained by

$$\mu_d = \Delta E_C - eF_z(0^-)d - \mu_0 \quad (2.1)$$

where, as shown in figure 1, Δ$E_C$ is the conduction band discontinuity between GaAs and Al$_{1-x}$Ga$_x$As, and $F_z$ is the z component of the electric field. A single integration of Poisson equation from $z = 0^+$ to $\pm\infty$, where $F_z(+\infty) = 0$, neglecting the charge of the unintentional ionized impurities in the GaAs (depletion charge, $n_{\text{depl}}$) yields: $F_z(0^+) = e\mu_d/e\varepsilon_0$, where $e_1/e_2$ is the dielectric constant of GaAs (Al$_{1-x}$Ga$_x$As). The

↑ The depletion charge is given approximately by [1]: $n_{\text{depl}} = (2\pi\varepsilon_0 F_z e\mu_d/e^2)^{1/2}$ where $F_z$ is the energy gap of GaAs and $n_s$ is the net accepter concentration. For the background doping level in our structures, $n_{\text{depl}} < 5 \times 10^{10}$ cm$^{-2}$. 2032
boundary conditions at the interface \( z = 0 \) yield
\[ \epsilon_1 F_z(0^+) = \epsilon_2 F_z(0^-), \]
leading to
\[ F_z(0^-) = \frac{\epsilon n_z}{\epsilon_2 \varepsilon_0}. \tag{2.2} \]
Within the effective mass approximation the energy spectrum of the 2DEG is given by
\[ E_{k,i} = \frac{\hbar^2 k^2}{2m^*} + E_i \tag{2.3} \]
where \( m^* \) is the effective mass of the electrons, \( k \) is the magnitude of the wavevector associated with the free motion in the plane and the set \( E_i (i \geq 0) \) are the energy levels associated with motion in the \( z \) direction of the triangular-like quantum well near the interface \( z = 0 \). Since the allowed values of \( k \) are uniformly distributed in the phase plane with a density given by \( L^2/2\pi^2 \) (\( L^2 \) is the area of the 2DEG), the density of \( k \) states per unit area associated with this energy spectrum is constant for each subband and is given by
\[ D(E) = D_0 \sum_i \theta(E - E_i) \tag{2.4} \]
where \( E \) is the energy, \( D_0 = m^*/\pi \hbar^2 \), and \( \theta \) is the Heaviside function (the step function). Using \( D(E) \), the areal density, \( n_z \), can be obtained with Fermi–Dirac statistics
\[ n_z = \int D(E) \frac{dE}{1 + \exp(\beta (E - \mu_z))} \tag{2.5} \]
with \( \beta = 1/k_B T \). Thus, \( n_z \) is given by
\[ n_z = \frac{D_0}{\beta} \sum_i \ln(1 + \exp(\beta (n_z - E_i))). \tag{2.6} \]
Since, in our case, only the ground state, \( E_0 \), of the quantum well is occupied, one obtains
\[ \mu_z - E_0 = \frac{1}{\beta} \ln \left( \exp \left( \frac{n_z \beta}{D_0} \right) - 1 \right) \tag{2.7} \]
where \( E_0 \) can be estimated by the Fang–Howard approximation \[ 1 \]
\[ E_0 = \left( \frac{3}{2} \right)^{\frac{5}{3}} \left( \frac{e^2 \hbar}{\sqrt{m^* \varepsilon_1 \varepsilon_0}} \right)^{\frac{2}{3}} n_0 \text{d} + \left( 55/96 \right) n_0 \left[ n_0 \text{d} + (11/32) n_1 \right]^{\frac{1}{3}}. \tag{2.8} \]
When equation (2.1) is combined with equations (2.2), (2.7) and (2.8) one obtains the chemical potential, \( \mu_z \), as a function of the density of the 2DEG, \( n_z \).

In figure 2(b), the plotted chemical potential, \( \mu_{d_s} \), as a function of \( T_m \) is derived from the saturated density of the 2DEG using equation (2.1). As the sample is being cooled, lower-lying states freeze out and only higher donor levels remain active. The Fermi level thus climbs, pinning itself approximately to the lowest active state. Our results suggest that the DX energy levels lie in the range of 120 meV to 155 meV (owing to the finite temperature the levels position is not absolutely certain), and they gradually freeze out as the temperature is decreased from 150 K to 120 K. Moreover, below a temperature of 120 K the lowest active donor level is some 90 meV deep, substantially higher than the deepest DX donor level, but with a binding energy considerably larger than that expected from a hydrogenic-like level associated with \( \Gamma \) or \( X \) conduction band valleys. This active donor level might be the often mentioned \( A_1 \) level \[ 26 \].

The gradual nature of the freeze-out process can be explained by the multiplicity of DX levels. The lattice distortion, associated with a creation of a DX centre, results in a displacement of the Si atom along the \( (111) \) direction. Consequently, the displaced Si atom has three different configurations of the column III atoms as close neighbours. In GaAs there is only one possible configuration where all column III nearest neighbours are Ga atoms and the DX configuration is unique. In the Al\(_x\)Ga\(_{1-x}\)As alloy, however, there are four possible configurations, related to 0, 1, 2 and 3 Al atoms near the displaced Si atom; each resulting in a different donor activation energy. It turns out that these four different levels span the interval 120–155 meV for an Al\(_x\)As mole fraction of \( x = 0.37 \).

2.2. Net frozen charge in the \( \delta \)-doping plane

The metastable nature of the DX centres enables us to change the population of the DX donors in the \( \delta \)-doping plane. This can be attained by applying a gate voltage,
Figure 3. Areal carrier density in the 2DEG versus gate voltage for several thermal cycles with different values of cooling gate voltages, \( V_G \). In the linear regime the charge in the donor layer is constant and in the saturation regime the gate is screened. \( V_D \) is the depletion voltage, namely \( n_s(V_D) = 0 \), for a particular thermal cycle.

\( V_C \), at temperatures above the freeze-out temperature, \( T_F \), and keeping it constant as we cool the sample to a temperature below 120 K, thus freezing the donor configuration. For relatively large \( V_G \) (more positive), more electrons populate the donors and the chemical potential of the donor system, \( \mu_D \), becomes smaller (see figure 1); for smaller \( V_G \) the opposite occurs. When the sample is already at low temperatures, the gate voltage, to be named \( V_G \), can be varied, thus changing the concentration of the 2DEG without affecting the frozen concentration of the DX centres determined only by \( V_C \). This procedure is being named thermal cycle.

The results of a few thermal cycles are seen in figure 3. We plot the density of the 2DEG, \( n_s \), versus the gate voltage, \( V_G \). All branches (for different \( V_G \)) have a similar structure, consisting of a linear regime at relatively low \( V_D \) and a saturation regime at a higher \( V_D \). As before, the linear regime indicates a fixed gate–2DEG capacitance, while the saturation regime is a manifestation of electrons flooding the shallower \( d^+ \) active donor sites, thus screening the field of the gate. In other words, the transition to the saturation regime occurs when the Fermi level reaches the lowest active level, \( d^0 \), and as long as this level is not completely filled it is pinned to it—preventing a further increase in the density of the 2DEG with increasing \( V_G \).

The fixed donor charge density within each of the linear regimes seen in figure 3, \( \rho_0 \), determined by the cooling gate voltage, \( V_G \), strongly affects the transport properties of the 2DEG. Its value can be calculated in two ways:

(i) using the Poisson equation, the measured depletion voltage, \( V_D \) (\( V_D \) is defined so that \( n_s(V_D) = 0 \), as seen in figure 3) and the structure parameters (section 2.2.1); and

(ii) using level statistics and \( \mu_d \) obtained before (section 2.2.2).

The comparison between the two methods of calculation enables us to determine the charge state of the DX centres in the ground state (section 2.2.3). As this is a controversial issue the charge state will be confirmed from mobility measurements described in section 3.1.

2.2.1. Net charge determined using the Poisson equation. As seen in figure 1 the following relation holds

\[
\Delta E_c + e[V(z_2) - V(0^-)] = e(V_G - V_D) + \mu_d \tag{2.9}
\]

where, in addition to the known parameters, \( V_G \) is the Schottky barrier voltage at the metal–semiconductor interface and \( V(z) \) is the potential along the growth direction. In turn, the one-dimensional potential can be determined from the Poisson equation

\[
\frac{\partial^2 V(z)}{\partial z^2} = -\frac{q(z)}{\varepsilon_0 \varepsilon(z)} \tag{2.10}
\]

with \( q(z) \) being the 3D charge density and \( \varepsilon_0 \varepsilon(z) \) the local dielectric constant. By integrating the Poisson equation twice we find

\[
V(z_2) - V(0^-) = -F_0(0^-) \left( z_1 + \frac{\varepsilon_0}{\varepsilon_1}(z_2 - z_1) \right) + \frac{\rho_0}{\varepsilon_0^2 \varepsilon_0} \left( z_1 - d + \frac{\varepsilon_0}{\varepsilon_1}(z_2 - z_1) \right) - \Delta E_c.
\]

The term \( \mu_d \) in equation (2.9) (which is estimated in section 2.1) can be neglected compared with all other terms (in particular for low \( n_s \), in the vicinity of \( V_D \)), and thus

\[
en_s = C_{2DEG} \Delta V_G - V_D \tag{2.11}
\]

where \( C_{2DEG} \) is the capacitance between the gate and the 2DEG

\[
C_{2DEG}^{-1} = C_1^{-1} + C_2^{-1} = \left( \frac{\varepsilon_0 \varepsilon_1}{z_2 - z_1} \right)^{-1} + \left( \frac{\varepsilon_0^2 \varepsilon_0}{z_1} \right)^{-1}
\]

and the net donor charge 2D density is

\[
\rho_0 = C_3(V_G - V_D). \tag{2.13}
\]

where \( C_3 \) is the capacitance between the gate and the \( \delta^- \) doping layer

\[
C_3^{-1} = C_1^{-1} + C_3^{-1} = \left( \frac{\varepsilon_0 \varepsilon_1}{z_2 - z_1} \right)^{-1} + \left( \frac{\varepsilon_0^2 \varepsilon_0}{z_1 - d} \right)^{-1}
\]

2.2.2. Net charge determined using donor level statistics. At temperatures higher than the freeze-out temperature the population of all donor levels can be obtained in terms of the chemical potential, \( \mu_d \), using the grand canonical formalism. Consider a system of \( N \) donors, where each donor can be in one of \( m \) available states (these are the different DX-like and shallow states). Let \( N_1, \ldots, N_m \) be the occupation numbers of each state \( (N = N_1 + \ldots + N_m) \), with \( l_i \) being the number of electrons trapped by a donor at state \( i \), and \( \varepsilon_i \) is the energy of this donor state \( (i = 1, \ldots, m) \). The
The grand canonical partition function of the donor system, neglecting mutual interactions among donors, is given by [29]

\[ \mathcal{L} = \left( \sum_{i=1}^{m} \exp[\beta (\mu_d l_i - \varepsilon_i)] \right)^N. \]

The average occupation of each level, in thermal equilibrium, is given by [29]

\[ N_j = \frac{1}{\beta} \frac{\partial}{\partial \varepsilon_j} \ln \mathcal{L} = N \frac{\exp[\beta (\mu_d l_j - \varepsilon_j)]}{\sum_i \exp[\beta (\mu_d l_i - \varepsilon_i)]}. \]  

(2.15)

Note that the coupling between the donor system and the lattice vibrations is not explicitly used, hence the energies \( \varepsilon_i \) should be interpreted as 'effective' energies (which might depend on temperature). Below the freezout temperature the frozen population of the DX levels is independent of \( \mu_d \). Thus, the population of the other, non-DX, active levels can also be described by equation (2.15) with \( N \) being replaced by the number of non-DX donors, the DX levels being omitted from the sum in the denominator.

The 2D charge density in the donor layer, \( \rho_0 \), for different thermal cycles can be found from the frozen population of the DX levels. Let us consider the two possible DX models: the DX\( ^0 \) model, where the DX ground state is neutral, and the DX\( ^- \) model, where the ground state is negatively charged (with an extra electron). For simplicity we assume a unique DX configuration with a single energy level, and we neglect the degeneracy of the donor states, i.e. the spin degeneracy of the \( d^0 \) state and the vibrational degeneracy of DX\( ^- \) state. In both models the donors can also be either in a \( d^0 \) state or in a \( d^0 \) state. Thus, in both models, all non-DX donors are positively charged in the linear regimes seen in figure 2. In these regimes, assuming a DX\( ^0 \) model, only the shallow donors contribute to the net charge density in the donor layer, which is given by \( \rho_0 L^2 = e(N - N_{DX^-}) \); hence by equation (2.15) one obtains

\[ \frac{\rho_0}{\epsilon_0} = 1 - \frac{\exp[\beta_k (\mu_d - \varepsilon_{DX^-})]}{1 + \exp[\beta_k (\mu_d - \varepsilon_{DX^-})] + \exp[\beta_k (\mu_d - \varepsilon_{DX^-})]}. \]  

(2.16)

where \( \beta_k = 1/k_B T_k \). For the DX\( ^- \) model, however, the frozen population of DX\( ^- \) donors also contributes to the net charge density in the donor layer, \( \rho_0 L^2 = e(N - 2N_{DX^-}) \); hence by equation (2.15) one obtains

\[ \frac{\rho_0}{\epsilon_0} = 1 - \frac{2 \exp[\beta_k (2\mu_d - \varepsilon_{DX^-})]}{1 + \exp[\beta_k (2\mu_d - \varepsilon_{DX^-})] + \exp[\beta_k (2\mu_d - \varepsilon_{DX^-})]}. \]  

(2.17)

Note that the chemical potential, \( \mu_d \), is calculated by equation (2.1) via the measured \( n_d \) at 160 K for each \( V_C \).

### 2.2.3. Charge state of the DX centres

We now compare the values of \( \rho_0 \) obtained by solving the Poisson equation, equation (2.13), with those obtained by the grand canonical formalism for either the DX\( ^0 \) model (equation (2.16)), or the DX\( ^- \) model (equation (2.17)).

#### Table 1. The frozen charge density in the \( \delta \)-doping plane, \( \rho_0 \), obtained by the Poisson equation and by donor level statistics for the DX\( ^- \) model.

<table>
<thead>
<tr>
<th>( V_C ) (V)</th>
<th>Poisson, equation (2.13)</th>
<th>Statistics, DX( ^- ), equation (2.17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>-0.5</td>
<td>2.8</td>
<td>2.4</td>
</tr>
<tr>
<td>0</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>+0.5</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>+1</td>
<td>0.59</td>
<td>1.0</td>
</tr>
</tbody>
</table>

As seen in table 1 we find a reasonable agreement between the DX\( ^- \) model and the Poisson equation, with a Schottky barrier height \( V_s = 1 \) V (the increased value of \( V_s \) is probably due to an oxide layer in the metal-semiconductor interface), \( \varepsilon_{DX^-} = 90 \) meV (this value is taken from section 2.1). and the fitting parameter \( \varepsilon_{DX^-} = 270 \) meV (135 meV per electron). Note that the fitting parameter, \( \varepsilon_{DX^-} \), is modified by no more than 5% when one also considers spin degeneracy of the \( d^0 \) state and a vibrational degeneracy of the DX\( ^- \) state of order 2. For the DX\( ^0 \) model, however, the two methods do not agree for any choice of the fitting parameters: \( \varepsilon_{DX^-} \), since equation (2.16) predicts a change in \( \rho_0/\epsilon \) by some 10\(^{12} \) cm\(^{-2} \) at most in the biasing range \(-1 \leq V \leq V_C \), the change compared to the charge predicted by equation (2.13). Additional confirmation for the DX\( ^0 \) model is provided in section 3.1.

#### 3. Scattering times of the 2DEG

In general, the transport properties of a 2DEG are characterized by the momentum relaxation time, \( \tau_p \), with the mobility \( \mu = e\tau_p/\tau_c \), and the single-particle relaxation time, \( \tau_c \). Since these scattering times strongly depend on the spatial distribution of charges in the doping layer, transport measurements provide an important tool for studying the charge state of the DX centres and the correlation between charged donors.

##### 3.1. Mobility and charge state of the DX level

The measured mobility as a function of the 2DEG density, \( n_d \), in the linear regimes seen in figure 3 is plotted in figure 4(a) for various thermal cycles. The donor charge density, \( \rho_0 \), strongly depends on \( V_C \), and is calculated, using equation (2.13), to be \( \rho_0/\epsilon = 5.9 \times 10^{11}, 1.9 \times 10^{12} \) and \( 3.5 \times 10^{12} \) cm\(^{-2} \) for \( V_C = 1 \) V, 0 V and \(-1 \) V, respectively (see also table 1). Even though \( \rho_0 \) changes by a factor of six for these three thermal cycles the mobility is found to be almost independent of \( \rho_0 \). This observation provides an important insight into the charge state of the DX donors. The DX\( ^0 \) model, with only the shallow, positively charged \( d^0 \) donors contributing to scattering, would predict a substantial decrease in
3.2. Controlling correlation via thermal cycling

If indeed charge correlation was set in, when would we expect it to be significant? Most likely when the number of possible internal arrangements of the charged donors system will be the highest. In other words when the number of occupied deep centres (DX-) is similar to the number of empty shallow donors (d⁻). It is convenient to define by η₀ the ratio between the net charge and the total number of charges, η₀ = (N_d⁻ - N_{DX-})/N, with extreme values of 1 or -1. In principle, the first, η₀ = 1, when all donors are d⁻-like, is realized with thermal cycles under very negative V_C and applied V_G in the linear regimes seen in figure 2; while the other extreme, η₀ = -1, when all donors are DX⁻-like, can in principle be approached with thermal cycles under extremely positive V_C. In both extreme cases, when all donors are of the same kind, we do not expect any correlation between the charged donors due to their random positions in the lattice†. How far from these extremes are we? In practice one can reach only the regime where 0 < η₀ < 1 due, in part, to an onset of leakage currents through the gate at large V_G. The regime where η₀ < 1 is not accessible due also to an unrealistic solution of the Poisson equation. The actual value for η₀ can be calculated from the net charge in the doping layer, given by equation (2.13), and the nominal doping level, being in our structure n₀ = 7.5 x 10^{13} cm⁻². In the widest possible range of cooling voltages (without gate leakage current), V_C = -3, -2, -1, 0, +1 V, we calculate η₀ = 0.94, 0.70, 0.46, 0.26, 0.08 respectively, and thus expect the correlation among charged donors to diminish for η₀ → 1, namely for sufficiently negative V_C. This is indeed observed in the mobility drop seen in figure 4(a) (for V_C ≤ -2 V), and also in figure 4(b), where we plot the mobility versus η₀ for three different values of n_i. Since the total number of charged ions is fixed in all thermal cycles, and is equal to N, the strong observed effect on the mobility can be attributed only to correlation between the charged donors setting in or being destroyed.

3.3. Controlling correlation via illumination

Photoexcitation of electrons out of the DX⁻ centres can be quite effective in destroying correlation among charged donors [18]. Being a spatially random process photoexcitation is expected to eliminate DX⁻ centres and randomly create persistent d⁺ (or d⁰) centres, thus reducing correlation that sets in and freezes at T_c. To explore this effect, the thermal cycles with V_C = +0.5 V and +1 V were followed by controlled illumination with a sequence of short pulses applied by an IR light emitting diode at V_G = 0. The process continued until the density

† The distribution of Si sites is not totally random; however, the effect on the mobility due to these kinds of correlation is negligibly small compared with the effect of Coulomb-originated correlation.
of the 2DEG was restored to the same value as in the thermal cycle with \( V_C = 0 \) V, implying the same \( \rho_0 \) (\( V_C = 0 \) V) but with a more randomized configuration. The measured mobility, seen for both cases in figure 5, is considerably smaller, indicating destructive interaction.

For comparison the mobility is also plotted for the case of \( V_C = 0 \) V (correlated) and \( V_C = -3 \) V (un correlated) cases. We stress again that all mobilities, measured at the same temperature, same gate voltage and same \( n_s \), are lower by up to a factor of six from that measured after the thermal cycle with \( V_C = 0 \) V. Note that a more dramatic effect is found when illumination follows the thermal cycle with \( V_C = +1 \) V (versus \( V_C = +0.5 \) V). This is a direct result of the longer illumination needed to restore \( n_s \) to its value for \( V_C = V_L = 0 \) V, and thus the higher randomization of charges that is taking place.

### 3.4. Comparison with other samples

To further substantiate our results we have fabricated and measured samples with the same AlAs mole fraction but with a lower donor concentration. In general, the comparison between different samples is relatively unreliable since the mobility strongly depends on the spacer width, which in turn is not reproducible to the desired accuracy. Hence, we compared the relative reduction in the mobility, as correlation diminished, for each sample separately. We found for samples with \( n_0 = 7.5 \times 10^{11}, 2.5 \times 10^{12}, 1.0 \times 10^{12} \) and \( 6.0 \times 10^{11} \) cm\(^{-2}\), mobility reduction of up to a factor of 6, 1.8, 1.4 and 1.3 respectively. This behaviour is expected since in the lower doping samples the Coulombic interactions are weaker and so is the correlation among the donors. Moreover, since the minimum number of \( d^+ \) centres is \( n_s \) it is more difficult to have low \( n_0 \) when \( N \) approaches \( n_s \).

### 4. Theory

The mobility of the electrons in the 2DEG is limited by potential fluctuations \( \delta \phi (r) \) created in the plane of the 2DEG by impurity density fluctuations \( \delta n(r) \) in the \( \delta \) -doping layer. The average density and charge potential do not contribute to scattering [10].

Two types of charge density fluctuations exist: the first are fluctuations in the distribution of the impurity sites (impurity configuration). These fluctuations are defined by the crystal growth conditions and are 'frozen' at the growth temperature, about 900 K. The second are fluctuations of the charge state of a given impurity, which can be positive or negative. These fluctuations are defined by the 'freezing' of the impurity metastable DX states which occurs around 130 K. A procedure which resembles averaging over these fluctuations was considered by Ridley under the name statistical screening [12]. Averaging over the fluctuations of the charge state of a given impurity was considered by Efros et al [8] (for the positive-U model, when the impurity can be neutral or positive). Our aim is to present a theory that takes into account both types of fluctuations and their interaction (for the case of the negative-U model).

The scattering rate of the electron from state \( k \) to state \( k' \) is given by the Fermi golden rule

\[
W_{k \rightarrow k'} = \frac{2 \pi e^2}{\hbar L^2} \delta (E_k - E_{k'}) \frac{1}{L^2} | \delta \phi_q |^2.
\]

(4.1)

Here \( L^2 \) is the area of the 2DEG and that of the \( \delta \) -doping layer, \( q = |k - k'| \). \( E_q \) is the electron energy, \( \delta \phi_q \) is the \( \text{gth} \) Fourier component of the potential fluctuations \( \delta \phi(r) \)

\[
\delta \phi(r) = \int d^2 q \exp (i q r) \delta \phi_q.
\]

(4.2)

The potential fluctuations in the 2DEG plane are related to the charge density fluctuations in the \( \delta \) -doping plane

\[
\delta \phi(r) = \int d^2 r V(r - r') \delta \rho(r')
\]

(4.3)

or in terms of the Fourier components

\[
\delta \phi_q = \delta \rho_q V_q
\]

(4.4)

where \( V(r - r') \) is the potential created at the point \( r \) of the 2DEG plane by a charge \( +1 \) at the point \( r' \) of the \( \delta \) -doping plane. This potential \( V \) takes into account screening by the 2DEG and other charges, for example in a metal gate, if such exist. Assuming that the impurity potential is screened only by the 2DEG one has

\[
V_q = \frac{\exp(-dq)}{2e \varepsilon_0 (q + q_s)}
\]

(4.5)

where \( d \) is the spacing width, \( e = (e_1 + e_2)/2 \), \( q_s \) the screening wavevector and \( a_B \) the Bohr radius, calculated using \( \varepsilon \).

Using equation (4.4) in equation (4.1) leads to

\[
W_{k \rightarrow k'} = \frac{2 \pi e^2}{\hbar L^2} \delta (E_k - E_{k'}) |V_q|^2 \frac{1}{L^2} | \delta \rho_q |^2.
\]

(4.6)

Neglecting mesoscopic effects one can replace \( | \delta \rho_q |^2 \) by its average over both types of charge fluctuations. To describe these fluctuations we will use a continuous model, namely, only large-scale fluctuations are important in electron scattering. This means that the distance between the impurities in the \( \delta \) -doping plane, \( n_0^{-1/2} \), is much smaller than the size of the fluctuation corresponding to the relevant \( q^{-1} \).

From equations (4.5) and (4.6) one can see that only fluctuations with \( q < 1/d \) are important in electron scattering. On the other hand, from momentum conservation it follows that \( q < 2k_F \). As a result one can see that the continuous model is valid if \( n_0^{-1/2} \ll \max[2, \lambda_F] \), where \( \lambda_F \) is the Fermi wavelength.

In the continuous model the impurity density and the charge of a given impurity are smooth random functions \( n(r) \) and \( \rho(r) \), defined as averages of the corresponding
The change in entropy can be represented as

$$\delta S = -\frac{1}{2} \int d^2 r n(r) \frac{\delta n(r)^2}{(\delta n^2)_0}$$

(4.15)

where \((\delta n^2)_0\) is the average fluctuation for an isolated single impurity. It depends on temperature and external potentials.

The change of energy in our case is the change in Coulomb energy due to the change in charge density \(\delta \rho(r)\)

$$\delta E = \frac{1}{2} \int d^2 r d^2 r' Q(r - r') \delta \rho(r) \delta \rho(r')$$

(4.16)

where \(Q(r - r')\) is the Coulomb interaction between two charges \(+1\) in the \(\delta\)-doping plane located at \(r\) and \(r'\). This interaction is screened by the same charges that screen the potential \(V(r - r')\). For example, when the electrons in the 2DEG are the only screening charges

$$Q_s = \frac{1}{2 e^2 \delta q_0} [1 + \sigma \exp(-2dq)]$$

(4.17)

where

$$\sigma = \frac{\epsilon_2 - \epsilon_1}{\epsilon_2 + \epsilon_1} - \frac{q_s}{q}$$

(4.18)

When \(q \ll q_s\) the 2DEG screens as a perfect metal plane and we obtain the interaction used in [8]

$$Q_q = \frac{1}{2 e^2 \delta q_0} [1 - \exp(-2dq)].$$

(4.19)

Neglecting higher-order terms one can put \(n(r) = n_0\) in \(\delta S\), leading to

$$\delta F = \frac{n_0}{2(\delta n^2)_0} \int d^2 r \delta n(r)^2$$

(4.20)

Since \(\delta F\) is now translation invariant, and we can represent it in terms of the Fourier transform

$$\delta F = \int \frac{d^2 q}{(2\pi)^2} \delta F_q$$

(4.21)

where

$$\frac{\delta F_q}{k_b T} = \frac{n_0}{2(\delta n^2)_0} |\delta n_q|^2 + \frac{1}{2 k_b T} Q_q |\delta \rho_q|^2$$

(4.22)

with

$$\delta \rho_q = e n_0 \delta n_q + e \delta n_q.$$

(4.23)

One can see now that \(\delta F_q\) is quadratic in \(\delta n_q\), i.e. \(\delta F_q\) is a Gaussian functional. To consider the Fourier components as Gaussian variables it is convenient to change from integration in equation (4.21) to summation and write

$$\delta F = \frac{2}{L^2} \sum_q \delta F_q$$

(4.24)

where the sum with the prime means that we count only half of all the values of \(q\), since the fluctuating quantities are real and the Fourier components with \(q\) and \(-q\) are
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complex conjugate. The factor 2 appears due to this counting.

Since $\delta F$ does not contain cross terms with different $qs$, Fourier components $\delta n_q$ with different $qs$ are uncorrelated. For the same reason the real and imaginary parts of each component are also uncorrelated. Having this in mind one can easily calculate the average

$$\overline{\delta n_q} = \frac{\eta_0}{n_0} \frac{u_q}{1 + u_q} \delta n_q$$  (4.25)

and

$$\overline{|\delta n_q|^2} - |\overline{\delta n_q}|^2 = \frac{L^2}{n_0} \frac{(\delta \eta^2)_0}{1 + u_q}$$  (4.26)

where we define

$$u_q = (\delta \eta^2)_0 \frac{n_0 e^2}{k_B T} Q_q.$$  (4.27)

Equation (4.25) represents the above-mentioned interaction between both types of fluctuations: configurational fluctuations $\delta n$ shift the average of the impurity charge state fluctuations $\delta \eta$.

With the averages in equations (4.25) and (4.26) one finds

$$\overline{|\delta n_q|^2} = e^2 n_0 L^2 \left( \delta \eta^2)_0 \frac{1}{1 + u_q} + \frac{e^2 n_0^2}{(1 + u_q)^2} |\delta \eta_q|^2. \right.$$  (4.28)

To perform the last average over the fluctuations of $n(r)$ let us define the correlator

$$\langle \delta n(r) \delta n(r') \rangle = n_0 [\delta (r - r') + g(r)]$$  (4.29)

where $g(r) = 0$ if the impurity density fluctuations are uncorrelated. From these definitions it follows that

$$\overline{|\delta n_q|^2} = L^2 n_0 (1 + g_q).$$  (4.30)

Using equation (4.30) in equation (4.28) leads finally to

$$\langle |\delta n_q|^2 \rangle = e^2 n_0 L^2 \left( \frac{(\delta \eta^2)_0}{1 + u_q} + \frac{\eta_0^2}{(1 + u_q)^2} (1 + g_q) \right).$$  (4.31)

The first term appears due to the fluctuations of the charge state of a given impurity while the second is due to the fluctuations of the impurity density.

We now find a relation between $n_0$ and $(\delta \eta^2)_0$. The impurity can be in two different states: $1 = d^4$ and $2 = DX^-$ with probabilities $w_1$ and $w_2$. Using these probabilities one can calculate

$$n_0 = \bar{n} = w_1 - w_2$$  (4.32)

and

$$\bar{n}^2 = w_1 + w_2 = 1.$$  (4.33)

It follows from these equations that

$$(\delta \eta^2)_0 = 1 - \bar{n}^2.$$  (4.34)

Returning to the scattering rate we assume that the impurity distribution is uncorrelated, namely $g_q = 0$.

Using equation (4.34) we find a more explicit expression for charge correlations

$$\langle |\delta n_q|^2 \rangle = e^2 n_0 L^2 \chi(\xi, \nu_q)$$  (4.35)

where the correlator factor is

$$\chi(\xi, \nu_q) = \frac{1 + \nu_q \xi^2}{(1 + \nu_q \xi)^2}$$  (4.36)

with

$$\nu_q = \frac{n_0 e^2}{k_B T} Q_q$$  (4.37)

and

$$\xi = (\delta \eta^2)_0 = 1 - \bar{n}^2.$$  (4.38)

The correlation effects disappear, i.e. $\chi = 1$, in two cases:

(i) All the impurities are in the same charge state, $\eta_0 = \pm 1$, thus there are no fluctuations in the impurity charge state, i.e. $\xi = 0$.

(ii) The screened Coulomb interaction between two charges in the $\delta$-doping plane at distance $d$ is weak compared with the freeze-out temperature, i.e. $\nu_q \ll 1$ for $q \approx d^{-1}$.

Finally we arrive at the electron scattering times, using equations (4.6) and (4.35) the momentum relaxation time is

$$\frac{1}{\tau_i} = \frac{2 \pi n_0 e^4}{\hbar} \int \frac{d^2 q}{(2\pi)^2} \langle E_{k_F} - E_{k_F + q} \rangle |V_q|^2 \times \chi(\xi, \nu_q) F(q)(1 - \cos \theta)$$  (4.39)

where $\theta$ is the scattering angle between $k_F$ and $k_F + q$.

The form factor, $F(q)$, is introduced in order to account for the final width of the electronic wavefunction. It is estimated by the Fang–Howard approximation [1]

$$F(q) = \left( \frac{b}{b + q} \right)^3$$  (4.40)

where

$$b = \left[ \frac{12 m^* e^2}{\epsilon_{so} \theta^2} \left( \frac{11}{52} n_s + n_{dpl} \right) \right]^{1/3}.$$  (4.41)

Here, as in section 2.1, we neglect the depletion charge. Note that the single-particle scattering time, $\tau_s$, is given by omitting the term $(1 - \cos \theta)$ from equation (4.39).

5. Discussion and summary

Our theory, developed for a continuous model (where fluctuation on the scale of the interatomic distances are averaged out), where the only relevant potential fluctuations are with a length scale of the order or greater than the spacer $d$, leads to a reasonable agreement
Figure 6. Calculated and measured mobility versus $\eta_0$ for $n_s = 4 \times 10^{11}$ cm$^{-2}$. The full curve is calculated with $T_1 = 130$ K and $d = 9$ nm.

with experiment. We plot in figure 6 the calculated and measured mobility versus $\eta_0$ (normalized charge density in the $\delta$-doping plane) for a 2DEG density $n_s = 4 \times 10^{11}$ cm$^{-2}$. The full curve that summarizes the theoretical results is calculated with $T_1 = 130$ K and $d = 90$ nm (to account for some charge spreading due to diffusion of the Si in the $\delta$-doping plane). Noting that the experimental and theoretical results agree reasonably well, not only in general behaviour but also in absolute values, gives some confidence in the theory. The presented theory reduces to the standard uncorrelated one when we assume no correlation ($\nu_0 = 0$ or $\eta_0 = \pm 1$).

For comparison we add the measured mobilities for two thermal cycles followed by illumination. These results agree with the uncorrelated mobility as seen in figure 6 for $\eta_0 = 1$.

As was also pointed out before, the mobility is quite insensitive to $\eta_0$ for small $\eta_0$, where correlation is strong. For $\eta_0 > 0.5$ the mobility drops precipitously indicating onset of random scattering (see figure 4(b)). As observed, the theoretical results predict a sharp transition from 'ordered' to 'disordered' potential, most probably due to the averaging process we adopt by utilizing the continuous model.

We also measured the single-particle relaxation time as a function of the density of the 2DEG after each thermal cycle. The determination of $\tau_s$ is based on the measured amplitude of the SdH oscillations as a function of magnetic field, which is fitted with the predicted behaviour of the magnetoresistance by the theory of Laihnuma and Althuser [3]. We had difficulties in determining $\tau_s$ due to the resultant nonlinear Dingle plots [9] that could not be extrapolated to zero. Hence, the determined scattering times deviated strongly from sample to sample and were unreliable.

A further test of our conclusions could be performed if a different dopant (rather than Si) could be introduced with a different freeze-out temperature $T_f$. Since $T_f$ is the most important single parameter determining the extent of correlation, a lower $T_f$ could affect the mobility drastically. In the absence of a known donor with lower $T_f$ in AlGaAs [14], we have also grown heterostructure with a pure AlAs as a barrier. It is expected that the DX level is degenerate again with the conduction band and the deepest donor is an active donor with a very low (if at all) freeze-out temperature. Indeed freeze-out effects in the GaAs-AlAs heterostructure were not observed. Figure 7 displays the measurements of $n_s$ and $\mu$ versus gate voltage. Unfortunately, due to too high a doping concentration in the $\delta$-doping plane ($\eta_0 = 2.5 \times 10^{11}$ cm$^{-2}$) we have not succeeded in fully depleting the $\delta$-doping plane, as seen from the almost saturated $n_s$ in figure 7. Hence, the remarkable increase in the mobility with increasing gate voltage can be mostly accounted for by the reduction in the number of charged impurities in the $\delta$-doping plane. The consistently higher mobility we get in the 2DEG supported by GaAs-AlAs heterostructures suggests that the low $T_f$ and the resulting correlation plays an important role, but this is still open for future investigations.

In summary, we have given conclusive evidence for the existence of correlation among positively and negatively charged donors coexisting in the donor supply layer of selectively doped GaAs-AlGaAs heterostructures supporting two-dimensional electron gases (2DEG). This was done by first demonstrating that the donors can be either metastable DX-like or shallow donors, agreeing with the negative-$U$ model. A strong enhancement in the mobility was observed when correlation among the charged donors sets in. The effects we measured are dramatic, and it is amazing why so little attention has been devoted to this so far. We tend to suspect that such an effect is quite prevalent in many doped semiconducting systems not yet studied in detail. We present here a theory for correlation among positive and negative charges in the $\delta$-doping layer that seems to account approximately for the enhancement in the measured mobilities.
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