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We present an approach to the induction detection of electron spin resonance (ESR) signals

exploiting the nonlinear properties of a superconducting resonator. Our experiments employ a

yttrium barium copper oxide superconducting stripline microwave (MW) resonator integrated with

a microbridge. A strong nonlinear response of the resonator is thermally activated in the

microbridge when exceeding a threshold in the injected MW power. The responsivity factor

characterizing the ESR-induced change in the system’s output signal is about 100 times larger

when operating the resonator near the instability threshold, compared to the value obtained in the

linear regime of operation. Preliminary experimental results, together with a theoretical model of

this phenomenon are presented. Under appropriate conditions, nonlinear induction detection of

ESR can potentially improve upon the current capabilities of conventional linear induction

detection ESR.VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4734500]

Electron spin resonance (ESR) is a well-known method

enabling direct measurements of the electron spin Hamilto-

nian, with applications ranging from biology to materials sci-

ence and physics.1–3 However, a significant drawback of

conventional ESR is its relatively low sensitivity compared

with other spectroscopic and analytic techniques, such as flu-

orescence and mass spectrometry. For example, the world re-

cord in electron spin sensitivity stands today at �106 spins

per 1 s of acquisition (often denoted as spins/
ffiffiffiffiffiffi

Hz
p

) or

slightly more than 104 spins in a reasonable �1 h of acquisi-

tion,4 which is still far from single electron spin sensitivity.

This current sensitivity limitation also restricts the available

imaging resolution of heterogeneous samples. Thus, while

the laws of physics do not set a limit to the spatial resolution

of ESR (at least up to the atomic-length scale), in practice, as

the image’s voxel (volumetric pixel) size decreases, it con-

tains less and less spins and thus quickly runs into the sensi-

tivity limitation wall. For example, the systems in our

laboratory, achieved recently a 440 nm resolution, limited

mostly by spin sensitivity.5

The above-mentioned numbers for sensitivity and reso-

lution refer to ESR systems that employ “induction

detection,” namely, they make use of Faraday’s law for the

detection of ESR signals by means of a pick-up coil or a

microwave (MW) resonator. Induction detection is the basic

principle behind all commercial state-of-the-art ESR sys-

tems; it enables the acquisition of high resolution spectro-

scopic data with complex pulse sequences; facilitates the use

of efficient imaging methodologies (meaning that signals are

acquired and averaged in a parallel fashion from the entire

sample); and features convenient sample handling. While

our work is focused on induction detection ESR, other

groups have looked into alternative detection methods in an

attempt to increase sensitivity and resolution. These include,

for example, magnetic resonance force microscopy,6 scan-

ning tunneling microscopy ESR,7 spin-polarized STM,8

electrically detected magnetic resonance,9 and indirect spin

detection via diamond nitrogen-vacancy (NV) centers.10

While these techniques may improve even more in the

future, they have some inherent limitations, resulting in lim-

ited applicability.

It is therefore evident that there is still a strong need to

greatly improve the sensitivity of induction detection ESR

up to the ultimate single spin sensitivity (in a reasonable ac-

quisition time of �1 h or less), making it a generally applica-

ble method for noninvasive detection and imaging of small

numbers of electron spins. Here, we take a step in that direc-

tion and show that the sensitivity of induction detection may

be enhanced if it is employed in conjunction with a unique

class of non linear superconducting resonators. In our

scheme, the sample’s resonance properties affect the non lin-

ear properties of the resonator, thereby resulting in a differ-

ent approach to the detection of ESR signals. Our initial

experimental results demonstrate this approach in practice

and are accompanied by a theoretical analysis explaining our

observations. The measured responsivity of our resonator is

enhanced by a factor of up to 100 when operating the system

in the nonlinear regime.

The experimental setup is schematically presented in

Fig. 1. It is composed of a stripline waveguide MW resona-

tor,11 with a characteristic impedance of 50X. Here, we

employed its second mode at 6.1GHz. The resonator is

weakly capacitively coupled to a feedline. In the resonator, a

narrow section with a length of 11:5 lm and width of 0:3 lm
is defined. This section is referred hereafter as the

“microbridge.”

We began the fabrication process with a 0.5-mm-thick

sapphire wafer coated with 150 nm of yttrium barium copper

oxide (YBCO), and a gold cup layer of 200 nm. Gold con-

tacts and alignment marks were patterned using standard

photolithography and wet etching. The waveguide was pat-

terned with electron beam lithography and wet etching. In

the final step, the microbridge was patterned using a focused

ion beam (FIB) system.12

The resonator was covered with another 0.5mm thick

sapphire wafer. It was then packed in a copper box whosea)Electronic mail: gil@tx.technion.ac.il.
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inner top and bottom surfaces are covered with niobium to

provide superconducting ground planes for the stripline struc-

ture. Before installation, a 1-mm-diameter hole was drilled on

the top sapphire wafer, just above the microbridge. The hole

was then filled with a common stable free radical powder

(2,2-Diphenyl-1-picrylhydrazyl (DPPH) from Sigma-Aldrich).

In addition, a superconducting wire was placed between the

two sapphire wafers, below the hole, and perpendicularly to

the stripline. The wire allows applying low-frequency mag-

netic field modulation to the paramagnetic sample.

The device was fully immersed in liquid helium inside

the core of a superconducting coil. The ESR signal was

measured in a continuous wave (CW) mode, similar to any

conventional ESR system, with the exception that automatic

frequency control was not used to track the resonator’s reso-

nance frequency. A monochromatic MW signal at a fre-

quency close to the resonance frequency was injected. The

reflected signal was measured while the external magnetic

field was slowly scanned. In another setup, the resonator S11
reflection coefficient was measured using a network ana-

lyzer. The resonator’s loaded Q factor was found to be on

the order of 5000.

In previous work, we have shown that the microbridge-

integrated resonator system has a non linear response to a

coherent tone injected close to the resonator’s resonance fre-

quency.13 When input power exceeds a certain threshold, the

power reflected off the resonator shows a self-excited ampli-

tude modulation. We will refer to this threshold hereafter as

the “modulation threshold.” In Fig. 2, the spectral density of

the reflected signal is demonstrated, above (panel (b)) and

below (panel (c)) the modulation threshold. As will be shown

below, the ESR responsivity can be enhanced when operat-

ing the resonator close to the modulation threshold.

We began by examining the linear response of the resona-

tor to the ESR signal. The resonator was excited with power

well below the modulation threshold, while the static magnetic

field was slowly scanned (0.01T/min). We measured the

reflection coefficient of the resonator as a function of

the input frequency. Near a magnetic field of BESR
z ¼ 0:215 T,

the resonance frequency of the resonator was shifted and the

Q-factor decreased (see Fig. 3). The results obtained by us are

similar to those presented by others dealing in the coupling

between a paramagnetic sample and a linear superconducting

resonator.14–16 The nonsymmetrical ESR line shape (so called

“powder pattern”) is typical to such radical having g-factor an-

isotropy and hyperfine coupling from the nitrogen nuclei.17,18

It was found not to depend on the scan rate and thus should

not be confused with similar “wiggly” lineshapes commonly

encountered in fast scan ESR, CW nuclear magnetic resonance

(NMR), and NMR detected by marginal oscillators.19,20

We then examined the response of the resonator at the

non linear regime. We excited the resonator by injecting a

monochromatic tone at frequency xp which is close to the

resonance frequency, and power in the vicinity of the modu-

lation threshold. The static magnetic field was slowly ramped

around BESR
z , while a low frequency (1.23 kHz) low ampli-

tude (20 lA) ac-current was injected into the wire (as in con-

ventional CW induction detection schemes) providing the

magnetic field modulation. A lock-in amplifier (LIA) was

tuned to the modulation frequency and measured the enve-

lope of the signal reflected off the resonator. Slightly below

the modulation threshold, the response was linear and power

reflected off the resonator was proportional to the S11 param-

eter (the reflection coefficient); therefore the LIA measured

the derivative of the S11 parameter with respect to the mag-

netic field. The ESR-induced change in the LIA signal was

seen at the same value of BESR
z as in direct S11 measurement

(Fig. 4(b), blue line). When the input power was set exactly

at the modulation threshold, the LIA signal increased signifi-

cantly by a factor of up to 100 (Fig. 4(b), green line). As we

scanned the static magnetic field, we found that the non

FIG. 2. Panel (a): Self modulation stability diagram. The stability map,

which is obtained by Eqs. (3a) and (3b) contains 4 stability zones: the super-

conducting mono stable zone, MS(SC), the normal conducting mono stable

zone, MS(NC), the BS zone, and the AS zone. We compare the case where

Bz is far from BESR
z (blue-solid lines) and the case of Bz ¼ BESR

z (red-dashed

lines). The experiment in Fig. 4 is done along the black line, at input power

range �3 dBm < Pp < �1 dBm, and slightly above the resonance fre-

quency. Panels (b) and (c): Data from spectrum analyzer at the monostable

(c, Pp ¼ �3dBm) and astable (b, Pp ¼ �1dBm) zones, when Bz is far from

BESR
z .

FIG. 1. Experimental setup for ESR signal measurements. The device is in-

stalled in a cryostat where a strong static magnetic field Bz is applied. A sin-

gle coherent tone, with angular frequency xP and power PP, is injected into

the feedline. The reflected signal is split and measured by a spectrum ana-

lyzer in the frequency domain, and by a LIA. The LIA is tuned to the fre-

quency of the slow magnetic field modulation bz cosðxLIAtÞ that is applied
through a wire. The inset shows an electron micrograph of the microbridge.

FIG. 3. The resonator’s resonance frequency and Q factor extracted from

S11 measurements under Bz scan. Experimental results (solid blue line) are

compared with theoretical prediction based on Eqs. (5a) and (5b) (dashed

red line). The parameters used in Eqs. (4a) and (4b) are:

t1 ¼ t2 ¼ 1=61MHz=p, N ¼ 2� 1027spins=m3 (see Ref. 23),

TESR ¼ 4:2K, and g ¼ 8:6� 10�5. The simulation takes into consideration

a single homogenous broadened ESR line, while in experimental data g-

factor anisotropy and hyperfine effects are observed.
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linearity power threshold shifted; at BESR
z the power thresh-

old increased by � 1:2 dB relative to the case where the

static field is far from the resonance value. Thus, by scanning

over the Pp–Bz plane, and measuring the LIA signal we can

obtain the ESR spectrum (see Fig. 4(a)).

To analyze the results, we consider an ESR sample

placed near a current anti node in a stripline MW resonator

embedded with a microbridge. An external static magnetic

field tunes the Larmor frequency of the ESR sample close to

the resonator’s resonance frequency. The dynamics of the

resonator in such a case can be captured by two coupled

equations of motion. The full derivation is provided in

Ref. 13. Below we describe them in brief.

The resonator is driven by a coherent tone aine�ixpt

injected into the test port, which is weakly coupled to the res-

onator, where ain is a constant amplitude and xp is the drive

angular frequency. The mode amplitude A can be written as

A ¼ Âe�ixpt, where ÂðtÞ is a complex amplitude, which is

assumed to vary slowly on the time scale of 1=xp. In this

approximation, the equation of motion of Â reads

dÂ

dt
¼ ½iðxp � x0Þ � c�Â � i

ffiffiffiffiffiffiffi

2c1
p

ain þ cin; (1)

where x0 is the resonance frequency, c ¼ c1 þ c2 þ c3, c1 is

the coupling constant between the resonator and the feedline,

and c2 þ c3 is the damping rate of the mode, where c2 denotes

the dumping rate of the microbridge, and c3 is the dumping

rate of all other loss mechanisms. The resonator’s Q-factor is

defined as Q ¼ x0=c. The term cin represents a random-phase

input noise with correlation function: hcini ¼ 0 and

hcinðtÞcin�ðt0Þi ¼ 2c kBT
�hx0

dðt� t0Þ, for the case of thermal equi-

librium at high temperature (kBT � �hx0), where kB is Boltz-

mann’s constant.

We consider the case where non linearity is generated

by a local hot-spot in the resonator, i.e., the microbridge.

The microbridge is assumed to be sufficiently small, so that

its temperature T may be considered homogeneous. The tem-

perature of all other parts of the resonator is assumed be

equal to that of the coolant T0. The heat balance equation for

the microbridge reads

C
dT

dt
¼ �HðT � T0Þ þ 2�hxpc2jÂj2; (2)

where C is the thermal heat capacity and H is the heat trans-

fer coefficient.

The coupling mechanism between Eqs. (1) and (2) is

based on the resonator parameters’ dependence on the im-

pedance of the microbridge,21 which is dependent on its

phase, i.e., superconductive (SC) vs. normal conductive

(NC). We assume the simplest case, where the dependence is

a step-function at the critical temperature T ¼ Tc, namely

x0; c2 take values x0;s; c2;s for T < Tc and values x0;n; c2;n
for T > TC.

13

In general, the two coupled Eqs. (1) and (2), have two

attractor sets:22 fÂ1;s; T1;sg (the “super attractor”) and

fÂ1;n; T1;ng (the “normal attractor”). When T < Tc, the sys-

tem evolves toward the super attractor, whereas, when T > Tc
it evolves toward the normal attractor. The stability of the

super (normal) attractor is dependent on the relation T1;s < Tc
(T1;n > Tc). Consequently, four stability zones can be identi-

fied in the plane of pump power Pp ¼ �hxpjainj2 vs. pump fre-

quency xp (see Fig. 2). In the monostable zones, either the SC

phase or the NC phase is locally stable; in the bistable (BS)

zones, both phases are locally stable. In the astable (AS) zone,

on the other hand, none of the phases are locally stable, and

the resonator oscillates between these two phases. As the two

phases significantly differ in their reflection coefficients, the

oscillations are translated into an amplitude modulation of the

reflected pump tone. The borderlines between the four stability

zones are given by:

Pp ¼
HðTc � T0Þ
4c1c2;s

½ðxp � x0;sÞ2 þ c2s �; (3a)

Pp ¼
HðTc � T0Þ
4c1c2;n

½ðxp � x0;nÞ2 þ c2n�: (3b)

Equation (3a) determines the border line between the super

conducting mono stable zone and the astable zone which is

the modulation threshold. The experiments were done in the

vicinity of this borderline (Fig. 2(a)).

We now consider an ESR sample under static external

magnetic field Bz ¼ Bzẑ and MW magnetic field

Bx ¼ Bx cosðxptÞx̂, such that Bx � Bz. Under such condi-

tions, the susceptibility of the ESR sample is given by:3,23

v0 ¼ � 1

2

ðxp � xlÞt22
1þ ðxp � xlÞ2t22 þ c2ESRB

2
x t1t2

xlv0; (4a)

v00 ¼ � 1

2

t2

1þ ðxp � xlÞ2t22 þ c2ESRB
2
x t1t2

xlv0; (4b)

FIG. 4. ESR spectrum obtained in the linear and non-linear regimes. (a) The

signal reflected off the resonator, as a function of the static magnetic field

and the input power, measured using a LIA at 1.23 kHz. The ESR spectrum

can be obtained from the non-linear response readings (local maxima of the

graph), and is compared to analytical results obtained from Eqs. (5a) and

(5b) (dashed white line). The fitting parameters are H ¼ 7 lW=K and

Tc � T0 ¼ 70 K. (b) Cuts from the two dotted lines which are marked in the

colormap: �2.8 dBm (solid-blue) and �2.2 dBm (solid-green) input power,

showing linear and non linear response, respectively. Note the discontinuity

in the vertical axis, which was created in order to make visible the relatively

small change in the linear regime.
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where xl ¼ cESRBz is the Larmor frequency, t1 and t2 are the

ESR longitudinal and horizontal relaxation times, respec-

tively, and v0 is the static susceptibility which is given by

v0 ¼ l0Nc
2
ESR�h

2=4kBTESR for the case of spin 1/2 system

with g-factor 2, where TESR is the ESR sample temperature.

The interaction with the spins gives rise to changes in the

resonator’s resonance frequency, x0, the dumping coeffi-

cient, c, and the quality factor, Q, according to the

expressions:1

Dx=x0 	 gv0; (5a)

DQ=Q0 	 �Dc=c 	 �Q0gv
00; (5b)

where g is the filling factor of the sample.1 In the linear re-

gime when analytical results are compared with the experi-

mental results in Fig. 3, good agreement is found. As can be

seen from Eq. (3a), the ESR shifts the borderline between

the mono-stable and astable zones. Again, when comparing

the analytical results with the experimental results in Fig. 4,

good agreement is obtained.

A potential advantage of our methodology can be

explained by comparing it to the conventional linear method.

In ESR inductive detection with a resonator having a linear

response the output signal is relatively small and conse-

quently various readout elements such as cryogenic ampli-

fiers, LIAs, etc. are commonly employed. Reducing the

noise of such readout elements to cryogenic temperatures is

a major engineering challenge.24,25 In our scheme, on the

other hand, the ESR signal amplification is achieved by the

resonator’s intrinsic behavior, and consequently no further

active amplification is needed. A second potential advantage

of our methodology is important for the case of paramagnetic

materials with broad resonance lines. This advantage can be

understood in relation to LIA measurement and field modu-

lation. Commonly, LIA measurement is applied in order to

reduce 1/f noise. In the present experiment, the LIA detection

is carried out with respect to a modulation in the static mag-

netic field with low frequency. This modulation brings the

resonator in/out of the nonlinearity boundary. Such detection

scheme is the most common in CW ESR and facilitates its

high sensitivity. However, for paramagnetic materials having

broad resonance lines reaching 1000G (Refs. 1 and 2) and

more, the conventional field modulation at a large amplitude

is not possible, as it causes excessive heat and mechanical

vibrations. This problem can be solved in our scheme by

employing amplitude modulation of the driving MW fre-

quency (instead of field modulation), for which the width of

the ESR spectrum does not limit the detection (see Fig. 2).

In summary, we have introduced a methodology for

induction detection of ESR utilizing the non linear response

of the MW resonator. We have presented the phenomenon

experimentally and theoretically. Our initial setup is not opti-

mal for ESR measurements of small samples, but in the

future, we plan on combining this method with compact MW

resonators whose magnetic field is confined to a small

volume.4
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