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Multiphoton resonances in nitrogen-vacancy defects in diamond
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Dense ensembles of nitrogen vacancy (NV) centers in diamond are of interest for various ap-
plications including magnetometry, masers, hyperpolarization and quantum memory. All of the
applications above may benefit from a non-linear response of the ensemble, and hence multiphoton
processes are of importance. We study an enhancement of the NV ensemble multiphoton response
due to coupling to a superconducting cavity or to an ensemble of Nitrogen 14 substitutional defects
(P1). In the latter case, the increased NV sensitivity allowed us to probe the P1 hyperfine splitting.
As an example of an application, an increased responsivity to magnetic field is demonstrated.

PACS numbers: 76.30.Mi, 81.05.ug, 42.50.Pq

I. INTRODUCTION

A two level system (TLS) is perhaps the most extreme
manifestation of nonlinear response. Systems composed
of TLSs and other elements exhibit a variety of nonlin-
ear dynamical effects including multi-photon resonances
(MPR) [1–4], frequency mixing [5–7], fluorescence [8, 9],
dynamical instabilities [10, 11], suppression of tunneling
[12, 13] and breakdown of the rotating wave approxima-
tion [14].

Here we study nonlinear response of an ensemble of
nitrogen-vacancy (NV) defects in diamond [15]. Two
mechanisms that allow the enhancement of MPR are ex-
plored. The first one is based on an electromagnetic cav-
ity mode that is coupled to the spin ensemble [16–23].
The second one is attributed to hyperfine splitting [24]
of P1 defects [25–27] and their dipolar coupling to the
negatively charged NV defects (NV−).

The NV− defect has a spin triplet ground state [28]
having relatively long coherence time [29]. The NV− spin
state can be initiated via the process of optically-induced
spin polarization (OISP) [30, 31] and can be measured
using the technique of optical detection of magnetic res-
onance (ODMR) [32–34]. These properties facilitate a
variety of applications including magnetometry [26, 35–
41], sensing [29, 36, 42, 43] and quantum information
processing [44, 45].

Dipolar coupling between NV− and other spin species
in diamond gives rise to intriguing effects including hy-
perpolarization [46–49] and cross-relaxation [27, 50, 51],
and can be exploited for optical detection of spin defects
in diamond other than NV− [25, 52–57].

The process of cross-polarization between NV− and P1
defects plays an important role in the MPR mechanism.
In general, the efficiency of cross polarization depends
on the rate of a competing effect of thermal polarization,
which is characterized by the longitudinal spin relaxation
rate. At cryogenic temperatures the thermal polarization
rate can be significantly reduced, and consequently the
efficiently of cross-polarization is enhanced.

II. LOW MAGNETIC FIELD ODMR

A spiral resonator [58] made of 500 nm/10 nm thick
Niobium/Aluminum with the inner radius of 0.7mm and
line width and spacing of 20µm is fabricated on a Sap-
phire substrate. Type Ib [110] diamond is irradiated with

2.8MeV electrons at a doze of 8 × 1018 e/cm
2
, annealed

for 2 hours at 900C◦ and acid cleaned. The samples
assembly (see Fig. 1) is placed at a cryostat with base
temperature of 3.6K and mechanically aligned along the
magnetic field of an external superconducting solenoid.
The photoluminescence light passes through an array of
filters and is collected by a photodiode. A microwave syn-
thesizer is connected directly to a loop antenna (short-
ened end of a coaxial cable) mounted below the sapphire
substrate, and the signal amplitude is 100% modulated
with a low frequency sine wave. The same wave is used
for the photodiode signal demodulation by a lock-in am-
plifier. Microwave reflection measurements of the res-
onator yield resonance frequency ωc = 2π × 276MHz,
unloaded quality factor Q = 96 and critical temperature
Tc = 7K. The rather low Q might be explained by the
proximity to irradiated diamond. The coupling coeffi-
cient g between the resonator and the NV− ensemble is
given by [23]

g2 =
γ2
eµ0~ωc

∫

drnSPz |Bc|2 sin2 ϕ
∫

dr |Bc|2
, (1)

where Pz ≈ 0.15 [57] is the spin polarization, nS is the
NV− ensemble number density, ϕ is the angle between
the NV− axis and the cavity magnetic field Bc, µ0 is the
free space permeability and γe = 2π × 28.03GHzT−1 is
the electron spin gyromagnetic ratio. Assuming constant
Pz throughout the diamond, g is readily calculated by
means of numerical simulation [see Fig.1(b)] to be g =
8MHz.
ODMR as a function of magnetic field and frequency is

shown in Fig. 2. The dotted lines in Fig. 2 are calculated
by numerically diagonalizing the NV− ground state spin
triplet Hamiltonian, which is given by [60, 61]

HNV

~
=

DS2
z

~2
+

E
(

S2
+ + S2

−

)

2~2
− γeB · S

~
, (2)
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FIG. 1: (a) Experimental setup. The diamond is glued on the
top of the spiral resonator, and two multimode optical fibers
F1 and F2 are attached to the diamond top and side faces cor-
respondingly. A 532 nm wavelength laser is introduced from
one of the fibers, and the photoluminescence is collected from
the other, providing a geometrical filtering of the laser light.
A microwave loop antenna is placed below the Sapphire at
a location optimizing the resonator coupling. (b) Numerical
simulation [59] of the spiral fundamental mode magnetic field
distribution.

where S = (Sx, Sy, Sz) is a vector spin S = 1 operator,
the raising S+ and lowering S− operators are defined by
S± = Sx ± iSy, the zero field splitting induced by spin-
spin interaction D is given by D = 2π × 2.87GHz, the
strain-induced splitting E is about 2π × 10MHz for our
sample and B is the externally applied magnetic field.
The field B has two contributions B = BS +BL, where
BS (BL) is the stationary (alternating) field generated
by the solenoid (the loop antenna) and is nearly parallel
to the lattice direction [111] ([11̄0]).

In a single crystal diamond the NV centers have four
different possible orientations. When hyperfine interac-
tion is disregarded each orientation gives rise to a pair of
angular resonance frequencies ω±, corresponding to the
transitions between the spin state with magnetic quan-
tum number 0 and the spin state with magnetic quantum
number ±1. The dotted line in Fig. 2 having the small-
est (largest) frequency for any given magnetic field cor-
responds to the angular frequency ω− (ω+) of the NV−

defects having axis in the [111] lattice direction. The
other two dotted lines represent the resonances due to
the unparallel NV− defects having axis in the lattice di-

FIG. 2: Low magnetic field ODMR. The overlaid green dotted
lines are calculated by diagonalizing the NV− spin Hamilto-
nian (2). The two nearly straight diagonal curves (leftmost
and rightmost) correspond to the NV axis vector nearly par-
allel to the magnetic field, while the two remaining curves
in the middle - to the nearly degenerate three other possible
orientations of the NV axis vectors.

rections [1̄11], [11̄1] or [111̄].

III. NEAR THE LEVEL ANTI CROSSING

Let ωa denote the angular frequency ω− correspond-
ing to the NV− defects having axis in the [111] lat-
tice direction. Consider the case where the magnitude
BS of the solenoid field BS is tuned close to the value
D/γe = 102mT. In the vicinity of this level anti-crossing
point (LAC) the angular frequency ωa is approximately

given by ωa = ωa0

√

1 + η2, where ωa0 =
√
2DθS is

the lowest value of the angular frequency ωa, θS ≪ 1
is the angle between BS and the lattice direction [111]
(θS = 1.5◦ and ωa0/2π = 110MHz for the data shown in
Figs. 2, 3 and 4), and the dimensionless detuning η is
given by η = γeδBS/ωa0, where δBS = BS −D/γe.
Measured ODMR near the LAC vs. magnetic field BS

and driving frequency fLA = ωLA/2π of the signal in-
jected into the loop antenna is seen in Fig. 3(a). The
overlaid white dotted lines are hyperbolas calculated ac-
cording to fLA = fl, where the frequency of l’th hyper-
bola fl is given by

fl = ωa/2πl = ωa0

√

1 + η2/2πl , (3)

where l is an integer from 1 to 10. As can be seen
from Fig. 3, along the l’th hyperbola the largest sig-
nal is obtained when the driving frequency is tuned close
to ωc/2πl, where ωc/2π = 276MHz is the cavity reso-
nance frequency. This suggests that the spin MPR are
enhanced due to the interaction with the cavity mode.
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FIG. 3: ODMR with low laser power. (a) The normalized
ODMR signal as a function of driving frequency fLA and
magnetic field BS. The overlaid hyperbolas are calculated
according to Eq. (3). (b) The normalized steady state po-
larization Pz/Pz,s is calculated according the Eq. (4) with
the following parameters ωc = 2π× 276MHz, γc = 2.87MHz,
γ1 = 20Hz and γ2 = 30MHz. In terms of the parameter η the
coupling coefficient β∆ is expressed as β∆ = β∆0η/

√

1 + η2,
where β∆0 = 10.

IV. CAVITY SUPERHARMONIC

RESONANCES

The effect of the coupled cavity mode on the spin MPR
is discussed in Appendix A. The theoretical model pre-
sented in the appendix describes the interplay between
two mechanisms. The first one is frequency mixing be-
tween transverse and longitudinal spin driving. Near the
avoided crossing point the NV− spin states with mag-
netic quantum numbers −1 and 0 are mixed, and con-
sequently the amplitudes of transverse and longitudinal
driving become strongly dependent on detuning from the
avoided crossing point (even when the external driving is
kept unchanged). The highly nonlinear nature of the first
mechanism results in the generation of harmonics of the
externally applied driving frequency. The second mech-
anism is cavity resonance enhancement, which becomes
efficient when one of the generated harmonics coincides
with the cavity resonance band. Under appropriate con-
ditions this may give rise to a pronounce cavity-assisted
multi-photon resonance.
Consider the case where the frequency of excitation

injected into the loop antenna is tuned close to the l’th
superharmonic resonance, i.e. ωa ≃ lωLA, where l is
an integer. In that region, the relative change Pz/Pz,s

in spin polarization in the NV− triplet ground state is
found to be given by [see Eq. (A33) in appendix A]

Pz

Pz,s

= 1− β2
∆ |ζ|2

1 + β2
∆
|ζ|2 + β2

al

, (4)

where [see Eq. (A43)]

ζ = Jl

(

ωb

ωL

)



1 +
κJ2

0

(

ωb

ωL

)

Pz,s

(1 + iβcl) (1 + iβal)



 , (5)

ωb is the amplitude of longitudinal spin driving [see Eq.
(A8)], the dimensionless coupling coefficient β∆ is given
by β∆ = ω∆/

√
γ1γ2, the dimensionless detuning coeffi-

cients βcl and βal are given by βcl = (ωc − lωLA) /γc and
βal = (ωa − lωLA) /γ2, respectively, ωc is the cavity mode
angular frequency, γc is the cavity mode damping rate, γ1
and γ2 are the longitudinal and transverse spin damping
rates, respectively and κ = g2/γ2γc is the cooperativity
parameter. A plot of the normalized steady state polar-
ization Pz/Pz,s given by Eq. (4) is shown in Fig. 3(b).
The comparison between data and theory yields a quali-
tative agreement.

V. P1

ODMR data near the LAC with relatively high laser
power is shown in Fig. 4. The increase in laser power
gives rise to excessive heating, and consequently the su-
perconducting resonator mode becomes undetectable (in
a microwave reflectivity measurement) due to a super to
normal conduction phase transition of the spiral. The
plot contains a variety of peaks all occurring along the
above discussed hyperbolas [see Eq. (3)], suggesting that
some multiphoton processes continue to exist regardless
of the spiral resonator state. Locations of all data peaks
are determined by a single frequency denoted by fm. This
can be seen from the cross symbols added to Fig. 4. The
frequency fk,l of the k’th cross symbol overlaid on the
l’th hyperbola in Fig. 4 is given by

fk,l =
k

l
fm , (6)

where the frequency fm takes the value fm = 86MHz.
This pattern of peaks remains visible with the same value
of fm over a wide range of input microwave power (be-
tween 10 and 25 dBm), tenfold laser power attenuation,
a few degrees magnetic field misalignments and tempera-
ture change. With temperature rising to 30K, the signal
from the higher order hyperbolas disappears, but the fm
beating remains on the main hyperbola. The fact that
some of the peaks do not appear at the same frequency
for different magnetic fields validates that the pattern is
not a measurement artifact of spurious resonances. In
addition, the synthesizer signal harmonics were carefully
examined with a spectrum analyzer to verify they are all
well below the ODMR sensitivity threshold. The mea-
sured value of fm suggests a connection between MPR in
the NV− defects and P1 defect [62–65], as is discussed
below.
P1 defect has four locally stable configurations. In each

configuration a static Jahn-Teller distortion occurs, and
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FIG. 4: ODMR with high laser power. The overlaid hyper-
bolas are calculated according to Eq. (3) and the locations of
the cross symbols according to Eq. (6).

an unpaired electron is shared by the nitrogen atom and
by one of the four neighboring carbon atoms, which are
positioned along one of the lattice directions [111], [1̄11],
[11̄1] or [111̄] [20, 46, 53, 54, 66–70].

When both nuclear Zeeman shift and nuclear
quadrupole coupling are disregarded, the spin Hamil-
tonian of a P1 defect is given by [20, 64, 71] H =
γeB · S+ ~

−1A⊥ (SxIx + SyIy) + ~
−1A‖SzIz, where S =

(Sx, Sy, Sz) is an electronic spin 1/2 vector operator,
I = (Ix, Iy, Iz) is a nuclear spin 1 vector operator,
A‖ = 2π × 114.03MHz and A⊥ = 2π × 81.33MHz are
respectively the longitudinal and transverse hyperfine pa-
rameters, and the z direction corresponds to the diamond
〈111〉 axis. The electron spin resonance at angular fre-
quency γeB is split due to the interaction with the nuclear
spin into three resonances, corresponding to three transi-
tions, in which the nuclear spin magnetic quantum num-
ber is conserved [27, 52, 55, 66, 72, 73]. For a magnetic
field larger than a few mT the angular resonance fre-
quencies are approximately given by γeB and γeB±ωen,
where ω2

en = A2
‖ cos

2 θB +A2
⊥ sin2 θB and where θB is the

angle between the magnetic field B and the P1 axis [62].

Consider the case where B is in the lattice direc-
tion [111]. For this case, for 1/4 of the P1 defects
ωen = 2π× 114MHz, whereas for the other 3/4 of the P1
defects [unparallel to B having axis in one of the lattice
directions [1̄11], [11̄1] or [111̄]] ωen = 2π×85.6MHz, close
to the observed value of the frequency fm = 86MHz. The
fact that the parallel P1 defects do not have a significant
effect on the ODMR data can be attributed to the fact
that these defects generate only transverse driving for the
NV− defects having axis parallel to the crystal direction
[111], whereas the unparallel P1 defects generate both
transverse and longitudinal driving, which in turn allows
nonlinear processes of frequency mixing [74].

The effect of dipolar interactions on the measured
ODMR signal can be estimated using perturbation the-
ory. To first order the above-discussed hyperfine split-
ting has no effect. However, as is argued below, a non-
vanishing effect is obtained from the second order. Con-
sider a pair of P1 defects with a dipolar coupling to a sin-
gle NV− defect [75–81]. Both P1 defects are assumed to
be unparallel to B, i.e. the frequencies of their electronic-
like transitions are approximately given by γeB/2π and
γeB/2π±85.6MHz. The NV− defect, on the other hand,
is assumed to be nearly parallel to B, thus having an en-
ergy separation of 2~γeB between the spin states with
magnetic number ±1.

OISP polarizes the NV− to the ms = 0 state. The
required condition for ODMR signal along the l-th hy-
perbola is achieved by excitation at ωLA = ωa/l, popu-
lating the ms = −1 state, which has lower photolumi-
nescence. Let (mNV

S ,mP1a
S + mP1b

S ,mP1a
I + mP1b

I ) des-
ignate a subspace, where mNV

S is the NV− electronic
spin magnetic number, mP1a

S (mP1b
S ) is the first (second)

P1 electronic spin magnetic number and mP1a
I (mP1b

I )
is the first (second) P1 nuclear spin magnetic num-
ber. Note that subspaces (−1,+1, j) and (+1,−1, j)
for j ∈ {−2,−1, 0, 1, 2}, are energetically separated by
~|j|ωen. When ωa = kωen for integer k, transitions are
stimulated between (−1,+1, j) and (+1,−1, j), further
reducing the population of (0,+1, j) and consequently
enhancing the ODMR signal.

By employing perturbation theory [82] we find that the
effective Rabi rate for these tripolar transitions is roughly
given by ωP1P1NV ≃ (nS,P1/nD)

2
D, where nS,P1 is the

density of P1 defects (which is assumed to be about 100
times larger than the density of NV− defects, and which
can be expressed in terms of the relative concentration
of nitrogen atoms pN as nS,P1 = 1.8 × 1023 cm−3 pN)
and where nD = 4πD/µ0γ

2
e~ = 5.5 × 1022 cm−3. The

roughly estimated value of pN = 10−4 yields the rate
ωP1P1NV/2π ≃ 300Hz. In a similar setup [57], at
T = 3.5K the maximal OISP rate was found to be
T−1
1O

≈ 200Hz and γ1 ≈ 25Hz, hence this mechanism
is expected to be of significance to a low temperature
ODMR measurement.

Note that the transition between (−1,+1, 0) and
(+1,−1, 0) does not require additional energy. Stimu-
lated nuclear spin rotation with ωa = kωen/2 for integer
k allows population of (+1,−1, j1) for j1 ∈ {−2,−1, 1, 2}
via processes of sequential photons absorption. This ef-
fect gives rise to the weak peaks on the second (l = 2)
hyperbola in Fig. 4.

The MPR can be employed for enhancing the respon-
sivity of diamond based magnetometry. Consider a setup
with small frequency modulation about a central fre-
quency fLA and photoluminescence signal I demodula-
tion readout. To maximize the responsivity, the bias
magnetic field BS and fLA should be set to maximize the
derivative |dI/dfLA|. As can be seen in Fig. 5, |dI/dfLA|
is maximal near the spots associated with P1 hyperfine
transitions at the MPR of NV. This enhancement is at-
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FIG. 5: Derivative of the ODMR photoluminescence signal I
with respect to the driving signal frequency fLA at high laser
power. The absolute maximal values are achieved not along
the single photon curve (bottom right diagonal), but rather
at the spots attributed to P1 hyperfine processes on the NV
MPR curves (top left diagonals).

tributed to the relatively narrow resonance of the P1 pro-
cess as compared to the NV MPR.

VI. SUMMARY

Multiphoton processes are surprisingly well measur-
able in Ib diamonds, making this mode of operation
preferable for enhanced sensitivity in multiple applica-
tions. Of particular interest is the interaction of the
optically measurable and polarizable NV ensemble with
the naturally occurring P1 ensemble. The unexpected
strength of coupling to the hyperfine transitions of the
P1 requires further investigation to determine the nature
of the interaction. The NV defects can potentially pro-
vide an optical access to a much denser and coherent
(nuclear) ensemble of the P1.
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Appendix A: Driven Spins Coupled to a Resonator

Consider a cavity mode coupled to a spin ensemble.
The Hamiltonian of the closed system is taken to be given

by

~
−1H0 = ωcA

†A+
Ω ·Σ
2

+ g
(

AΣ+ +A†Σ−

)

, (A1)

where ωc is the cavity mode angular frequency, A†A
is a cavity mode number operator, Σ = (Σx,Σy,Σz),
the spin operators Σz, Σ+ = (Σx + iΣy) /2 and Σ− =
(Σx − iΣy) /2 are related to the eigenvectors |±〉 of the
operator Σz by

Σz = |+〉 〈+| − |−〉 〈−| , (A2)

Σ+ = |+〉 〈−| , (A3)

Σ− = |−〉 〈+| . (A4)

The effective magnetic field Ω (t) is expressed in terms of
the angular frequency ωT and amplitude ω1 of transverse
driving, the longitudinal magnetic field component ω0 (t)
and transverse one ω∆

Ω (t) = ω1 (cos (ωTt) x̂+ sin (ωTt) ŷ)+ω0ẑ+ω∆x̂ , (A5)

or

Ω (t) = ω1

(

e−iωTtû+ + eiωTtû−

)

+ ω0 (t) ẑ

+ ω∆ (û+ + û−) ,

(A6)

where ω∆ is a real constant and

û± = (1/2) (x̂± iŷ) . (A7)

While ω1 and ωT are both assumed to be real constants,
ω0 is allowed to vary in time according to

ω0 = ωa − ωb sin (ωLt) , (A8)

where ωa, ωb and ωL are all real constants.
The following Bose

[

A,A†
]

= 1 , (A9)

and spin

[Σz ,Σ+] = 2Σ+ , (A10)

[Σz ,Σ−] = −2Σ− , (A11)

[Σ+,Σ−] = Σz , (A12)

commutation relations are assumed to hold. The Heisen-
berg equations of motion are generated according to

dO

dt
= −i

[

O, ~−1H0

]

, (A13)

where O is an operator, hence

dA

dt
= −iωcA− igΣ− , (A14)

dΣz

dt
= W1Σ+ +W †

1Σ− , (A15)



6

and

dΣ+

dt
= iω0Σ+ − W †

1

2
Σz , (A16)

where

W1 = −i
(

ω1e
−iωTt + ω∆ + 2gA

)

. (A17)

Averaging

〈A〉 = α , (A18)

〈Σz〉 = Pz , (A19)

〈Σ±〉 = P± , (A20)

and introducing damping leads to

dα

dt
= − (iωc + γc)α− igP− , (A21)

dPz

dt
= Ω1P+ +Ω∗

1P− − γ1 (Pz − Pz,s) , (A22)

and

dP+

dt
= iω0P+ − Ω∗

1

2
Pz − γ2P+ , (A23)

where γc is the cavity mode damping rate, γ1 and γ2
are the longitudinal and transverse spin damping rates,
respectively, and where

Ω1 = −i
(

ω1e
−iωTt + ω∆ + 2gα

)

. (A24)

For our experimental conditions the term proportional to
ω1 in Eq. (A24) can be disregarded.
The effect of OISP can be accounted for by adjusting

the values of the longitudinal damping rate γ1 and steady
state polarization Pz,s and make them both dependent
on laser intensity [23, 32]. In this approach γ1 is given
by γ1 = γ1T + γ1O, where γ1T is the rate of thermal
relaxation and γ1O is the rate of OISP (proportional to
laser intensity), and the averaged value of steady state
polarization Pz,s is given by

Pz,s =
γ1TPz,ST + γ1OPz,SO

γ1
. (A25)

While Pz,ST represents the steady state polarization in
the limit γ1T ≫ γ1O (i.e. when OISP is negligibly small),
the value is Pz,SO for the other extreme case of γ1O ≫ γ1T
(i.e. when thermal relaxation is negligibly small).
By employing the transformation

P+ = eiθdPd+ , (A26)

where

θd =

∫ t

dt′ [ω0 (t
′) + ∆] , (A27)

and where ∆ is a real constant (to be determined later),
Eqs. (A21), (A22) and (A23) become

dα

dt
= − (iωc + γc)α− ig

(

ω∆ζ

Ω1

)∗

P ∗
d+ , (A28)

dPz

dt
= ω∆

(

ζPd+ + ζ∗P ∗
d+

)

− γ1 (Pz − Pz,s) , (A29)

and

dPd+

dt
= −i∆Pd+ − ω∆ζ

∗

2
Pz − γ2Pd+ , (A30)

where

ζ =
Ω1

ω∆

eiθd . (A31)

When ζ is treated as a constant the steady state solution
of Eqs. (A29) and (A30) reads

Pd+ =
ω∆ζ

∗Pz

2 (−i∆− γ2)
, (A32)

and

Pz

Pz,s

= 1−
|ω∆ζ|2

γ1γ2

1 + |ω∆ζ|2

γ1γ2
+ ∆2

γ2

2

. (A33)

With the help of the Jacobi-Anger expansion, which is
given by

exp (iz cos θ) =

∞
∑

n=−∞

inJn (z) e
inθ , (A34)

one obtains [see Eqs. (A8) and (A31)]

ζ =
Ω1

ω∆

e
−

iωb

ωL

∞
∑

l′=−∞

il
′

Jl′

(

ωb

ωL

)

ei(ωa+∆+l′ωL)t . (A35)

Consider the case where ωa ≃ lωL, where l is an integer.
For this case the detuning ∆ is chosen to be given by
∆ = lωL − ωa, and consequently ζ becomes

ζ =
Ω1

ω∆

e
−

iωb

ωL

∞
∑

l′=−∞

il
′

Jl′

(

ωb

ωL

)

ei(l+l′)ωLt . (A36)

The driving term of Eq. (A28) −ig (ω∆ζ/Ω1)
∗
P ∗
d+ is

approximated by keeping only the term l′ = 0 in Eq.
(A36). When P ∗

d+ is treated as a constant Eq. (A28)

yields a steady state solution given by α = α0e
−ilωLt,

where

α0 = −
ige

iωb

ωL J0

(

ωb

ωL

)

P ∗
d+

γc (1 + iβcl)
, (A37)

and where

βcl =
ωc − lωL

γc
. (A38)
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To lowest non vanishing order in the coupling g the coef-
ficient P ∗

d+ in Eq. (A37) is evaluated using Eq. (A32) by
keeping only the term l′ = −l in Eq. (A36) and keeping
only the term −iω∆ in Eq. (A24)

P ∗
d+ =

i1−le
−

iωb

ωL ω∆J−l

(

ωb

ωL

)

Pz,s

2γ2 (1 + iβal)
, (A39)

where

βal =
ωa − lωL

γ2
, (A40)

and thus [see Eq. (A37)]

α0 = − i2−lgω∆

γcγ2

J0

(

ωb

ωL

)

J−l

(

ωb

ωL

)

Pz,s

2 (1 + iβcl) (1 + iβal)
. (A41)

It is assumed that the dominant contribution of ζ to
the equation of motion (A29) and (A30) comes from a

term, which is labelled as ζa, which is given by [see Eqs.
(A24) and (A36)]

ie
iωb

ωL ζa = i−lJ−l

(

ωb

ωL

)

+
2gα0

ω∆

J0

(

ωb

ωL

)

. (A42)

With the help of Eq. (A41) this becomes

i1+le
iωb

ωL ζa = J−l

(

ωb

ωL

)



1 +
κJ2

0

(

ωb

ωL

)

Pz,s

(1 + iβcl) (1 + iβal)



 ,

(A43)
where the cooperativity parameter κ is given by

κ =
g2

γ2γc
. (A44)

The above results (A33) and (A43) lead to Eq. (4) in
main text for the steady state polarization.
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hauser, H. Ritsch, et al., Phys. Rev. Lett. 107, 060502
(2011).

[20] D. Schuster, A. Sears, E. Ginossar, L. DiCarlo, L. Frun-
zio, J. Morton, H. Wu, G. Briggs, B. Buckley,
D. Awschalom, et al., Physical review letters 105, 140501
(2010).

[21] K. Sandner, H. Ritsch, R. Amsüss, C. Koller, T. Nöbauer,
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